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Crime Prediction Using Machine Learning
and Testing With Classification Models
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Abstract—Crimes are a common social problem affecting the quality of life and the economic growth of a
society. It is considered an essential factor that determines whether or not people move to a new city and what
places should be avoided when they travel. With the increase of crimes, law enforcement agencies are
continuing to demand advanced geographic information systems and new data mining approaches to improve
crime analytics and better protect their communities.Although crimes could occur everywhere, it is common that
criminals work on crime opportunities they face in most familiar areas for them. By providing a data mining
approach to determine the most criminal hotspots and find the type, location and time of committed crimes, It is
hope to raise people’s awareness regarding the dangerous locations in certain time periods. Therefore, this
proposed solution can potentially help people stay away from the locations at a certain time of the day along
with saving lives. In addition, having this kind of knowledge would help people to improve their living place
choices. On the other hand, police forces can use this solution to increase the level of crime prediction and
prevention. Moreover, this would be useful for police resthisces allocation. It can help in the distribution of
police at most likely crime places for any given time, to grant an efficient usage of police resthisces. By having
all of this information available, It is hope to make this community safer for the people living there and also for
others who will travel there.This project analyses two different real-world crimes datasets for Denver and Los
Angeles and provides a comparison betltisen the two datasets through a statistical analysis supported by several
graphs. Then, it clarifies how It is conducted Apriori algorithm to produce interesting frequent patterns for
criminal hotspots. The results of this solution could be used to raise people’s awareness regarding the dangerous

locations and to help agencies to predict future crimes in a specific location within a particular time.
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I.  INTRODUCTION

There has been countless of work done related to crimes. Large datasets have been revieltisd, and
information such as location and the type of crimes have been extracted to help people follow law enforcements.
Existing methods have used these databases to identify crime hotspots based on locations. There are several
maps applications that show the exact crime location along with the crime type for any given city. Even though
crime locations have been identified, there is no information available that includes the crime occurrence date
and time along with techniques that can accurately predict what crimes will occur in the future.
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On the other hand, the previous related work and their existing methods mainly identify crime hotspots based
on the location of high crime density without considering either the crime type or the crime occurrence date and
time. For example, related research work containing a dataset for the city of Philadelphia with crime information
from year 1991 - 1999. It was focusing on the existence of multi-scale complex relationships betltisen both
space and time. Another research titled “The utility of hotspot mapping for predicting spatial patterns of crime”
looks at the different crime types to see if they differ in their prediction abilities. Other existing works explore
relationships betltisen the criminal activity and the socio-economic variables such as education, ethnicity,
income level, and unemployment.

Despite all of the existing work, none of them consider the three elements (location, time, crime type)
together. In addition, there is very little research that can accurately predict where crimes will happen in the
future. In this study, It is provide a data-mining model for crime prediction based on crime types and using
spatial and temporal criminal hotspots.

Il. LITERATURE SURVEY

Data Mining is the procedure which includes evaluating and examining large pre-existing databases in order
to generate new information which may be essential to the organization [1][2]. The extraction of new
information is predicted using the existing datasets. Many approaches for analysis and prediction in data mining
had been performed [3]. But, many few efforts has made in the criminology field. Many few have taken efforts
for comparing the information all these approaches produce [4]. The police stations and other similar criminal
justice agencies hold many large databases of information which can be used to predict or analyze the criminal
movements and criminal activity involvement in the society. The criminals can also be predicted based on the
crime data. The main aim of this work is to perform a survey on the supervised learning and unsupervised
learning techniques that has been applied towards criminal identification. This research presents the survey on

the Crime analysis and crime prediction using several Data Mining techniques [5].

Crime is a foremost problem where the top priority has been concerned by individual, the community and
government. This research investigates a number of data mining algorithms and ensemble learning which are
applied on crime data mining. This survey research describes a summary of the methods and techniques which
are implemented in crime data analysis and prediction. Crime forecasting is a way of trying to mining out and
decreasing the upcoming crimes by forecasting the future crime that will occur. Crime prediction practices
historical data and after examining data, predict the upcoming crime with respect to location, time, day, season
and year. In present crime cases rapidly increases so it is an inspiring task to foresee upcoming crimes closely
with better accuracy. Data mining methods are too important to resolving crime problem with investigating
hidden crime patterns.so the objective of this study could be analyzing and discussing various methods which
are applied on crime prediction and analysis. This research delivers reasonable investigation of Data mining
Techniques and ensemble classification techniques for discovery and prediction of upcoming crime[6].

This research focuses on finding spatial and temporal criminal hotspots. It analyses two different real-world

crimes datasets for Denver, CO and Los Angeles, CA and provides a comparison betltisen the two datasets
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through a statistical analysis supported by several graphs. Then, it clarifies how It is conducted Apriori
algorithm to produce interesting frequent patterns for criminal hotspots. In addition, the research shows how It is
used Decision Tree classifier and Naive Bayesian classifier in order to predict potential crime types. To further
analyse crimes’ datasets, the research introduces an analysis study by combining this findings of Denver crimes’
dataset with its demographics information in order to capture the factors that might affect the safety of
neighborhoods. The results of this solution could be used to raise people’s awareness regarding the dangerous
locations and to help agencies to predict future crimes in a specific location within a particular time[7].

The current problem faced are maintaining of proper dataset of crime and analyzing this data to help in
predicting and solving crimes in future. The objective of this project is to analyze dataset which consist of
numerous crimes and predicting the type of crime which may happen in future depending upon various
conditions. In this project, It is will be using the technique of machine learning and data science for crime
prediction of Chicago crime data set. The crime data is extracted from the official portal of Chicago police. It
consists of crime information like location description, type of crime, date, time, latitude, longitude. Before
training of the model data preprocessing will be done following this feature selection and scaling will be done so
that accuracy obtain will be high. The K-Nearest Neighbor (KNN) classification and various other algorithms
will be tested for crime prediction and one with better accuracy will be used for training. Visualization of dataset
will be done in terms of graphical representation of many cases for example at which time the criminal rates are
high or at which month the criminal activities are high. The soul purpose of this project is to give a jest idea of
how machine learning can be used by the law enforcement agencies to detect, predict and solve crimes at a
much faster rate and thus reduces the crime rate. It not restricted to Chicago, this can be used in other states or
countries depending upon the availability of the dataset[8].

The main objective of this research is to classify clustered crimes based on occurrence frequency during
different years. Data mining is used extensively in terms of analysis, investigation and discovery of patterns for
occurrence of different crimes. It is applied a theoretical model based on data mining techniques such as
clustering and classification to real crime dataset recorded by police in England and Wales within 1990 to 2011.
It is assigned It isights to the features in order to improve the quality of the model and remove low value of
them. The Genetic Algorithm (GA) is used for optimizing of Outlier Detection operator parameters using
RapidMiner tool[9]. With a substantial increase in crime across the globe, there is a need for analysing the crime
data to loltisr the crime rate. This helps the police and citizens to take necessary actions and solve the crimes
faster. In this research, data mining techniques are applied to crime data for predicting features that affect the
high crime rate. Supervised learning uses data sets to train, test and get desired results on them whereas
Unsupervised learning divides an inconsistent, unstructured data into classes or clusters. Decision trees, Naive
Bayes and Regression are some of the supervised learning methods in data mining and machine learning on
previously collected data and thus used for predicting the features responsible for causing crime in a region or
locality. Based on the rankings of the features, the Crimes Record Bureau and Police Department can take

necessary actions to decrease the probability of occurrence of the crime[10].

The aim of this study is to compare different approaches to the problem of forecasting the number of crimes

in different areas of the city. During this research It is studied three types of predictive models: linear regression,
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logistic regression and gradient boosting. The predictive factors used in these models have been selected using
the feature selection techniques. This approach alloltisd us to increase the accuracy of predictions and to avoid
the model’s overfitting. The obtained models Itisre tested on criminal data of the city of Saint-Petersburg. It is
compared the results of model predictions and determined that gradient boosting is the most appropriate method
for the problem of crime rate prediction in certain urban area.[11].

1.1 Challenges

Crime is a serious issue that affects everyone in society. It affects the victims, perpetrators and their
families. Crime has increased drastically within the last decade. More prisons are being built around the world
because there is not enough room to hold inmates. The government has made an attempt to reduce crime by
funding programs such as prevention and intervention for youth at risk , as It isll as rehabilitation for prisoners
that will be released [12] [13].

In ordinary language, a crime is an unlawful act punishable by a state or other authority. The term
"crime" does not, in modern criminal law, have any simple and universally accepted definition, though statutory
definitions have been provided for certain purposes. The most popular view is that crime is a category created
by law; in other words, something is a crime if declared as such by the relevant and applicable law [14].0One
proposed definition is that a crime or offence (or criminal offence) is an act harmful not only to some individual
but also to a community, society or the state ("a public wrong"). Such acts are forbidden and punishable by
law.The notion that acts such as murder, rape and theft are to be prohibited exists worldwide. What precisely is
a criminal offence is defined by criminal law of each country [15]. While many have a catalogue of crimes

called the criminal code, in some common law countries no such comprehensive statute exists.[16]

The state (government) has the power to severely restrict one's liberty for committing a crime. In
modern societies, there are procedures to which investigations and trials must adhere. If found guilty, an
offender may be sentenced to a form of reparation such as a community sentence, or, depending on the nature of
their offence, to undergo imprisonment, life imprisonment or, in some jurisdictions, execution.Usually, to be
classified as a crime, the "act of doing something criminal" must — with certain exceptions — be accompanied by
the "intention to do something criminal”.Some argue that criminal behavior is due to environment, others
believe that it is genetic, and yet others think that it has to do with personality. Being able to identify personality
traits that tend to lead to delinquency is clearly one option to the reduction of crime. However, the problem is
that many youth display similar negative behavior during adolescence [17]. This includes negative attitude,

different interests, and a need for privacy. So, personality cannot be used for reduction of crime.[18].

Crime prediction is not seeing the future, it is predicting where a crime will occur based on the
previous data available. But, in majority of countries, where race and color discrimination are present, it is
always difficult to find unbiased data that doesnot give biased results [19]. This issue always has been the major
issue regarding crime prediction. While crime prediction is still in its early days, at least 60 police departments
in US and European cities have rolled rolling-out crime forecasting systems — with mixed results. Researchers

are struggling to make sense of the outcomes. One of the problems is that police don’t like sharing what they’re
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doing with the public [20]. Another is that it is exceedingly difficult to unpack the algorithms they use since
they are proprietary. It is simply don’t know what’s inside the black box.Public statistics are in not easily
accessible and there are often long delays before they are released. Making matters worse, when local news
outlets also run crime stories, they typically lead with sensationalist headlines that do more to spread fear than
offer insight.

I,  MATERIALS AND METHODS

In this research, It is used two different datasets for real-world crimes in two cities of the US. It is chose those
cities from different states: Denver in Colorado, Los Angeles in California. To construct this data mining
models, It is mainly focused on Denver dataset. After It is had built the desired models, It is applied the same
strategy to train the required models on Los Angeles dataset.This dataset represents the real-world crimes in
Denver, Colorado. It includes criminal offenses and crime incidents in the city and county of the city for the
previous five calendar years in addition to the current year (2010 — 2015). The dataset information is based on
the National Incident Based Reporting System (NIBRS). This dataset is composed of 19 attributes with 333068
instances. The key attributes provide the offense type and its category such as robbery, public-disorder, and
sexual assault. The dataset also gives the exact occurrence time of the crime along with the district, the neigh
hood and the exact geographic location. The following table shows the used key attributes and its content
values.This dataset represents the real-world crimes in Los Angeles, California. It includes criminal offenses
and crime incidents in the city and the area of the city. 96% of the crimes in the dataset occurred in the year
2014 while the other 4% of the crimes occurring before 2014. This dataset information was obtained from the
US City Open Data Census. It is composed of 14 attributes with 243750 instances. Unlike the Denver dataset,
the crime category is more specific with its crime such as Theft-Person, Theft-Plain, and Theft-From-Motor-
Vehicle. The following table shows the used key attributes and its content values.The software must get suitable
crime related data. Getting the data either from a primary sthisce (i.e. collecting the data ythisself e.g. by
tracking custom events in ythis app, conducting a survey or by running an experiment) or from a secondary
sthisce (e.g. purchasing a data set from Bloomberg or downloading it from Kaggle etc.).Data pre-processing is a
data mining technique that involves transforming raw data into an understandable format. Real-world data is
often incomplete, inconsistent, and/or lacking in certain behavithiss or trends, and is likely to contain many
errors. Data pre-processing is a proven method of resolving such issues. Data pre-processing prepares raw data
for further processing. Data pre-processing is used in database-driven applications such as customer relationship
management and rule-based applications (like neural networks).Data goes through a series of steps during pre-

processing:

1) Data Cleaning: Data is cleansed through processes such as filling in missing values, smoothing the
noisy data, or resolving the inconsistencies in the data. There are some missing values in some
attributes such aslast_occurance_date and incident_address in Denver dataset. Holtisver, It is found
that all attributes containing missing values are not of this key attributes. Therefore, It is did not need to
clean them. All key attributes Itisre completed with cleaned values in both datasets. In addition, It is

did not found any noisy or inconsistent values in these attributes.
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2) Data Reduction: This step aims to present a reduced representation of the data in a data warehouse.
For both crime datasets, It is needed to apply data reduction. It is implemented dimensionality
reduction using attribute subset selection. For example, among the available 19 attributes in Denver
crimes dataset, It is just selected fthis of them. The selected attributes are the related ones or the key
attributes for this mining purpose. It is removed all the other irrelevant attributes from the dataset. On
the other hand, It is performed data reduction in terms of number of instances. It is observed that
Denver crimes dataset contained a set of traffic accident instances. The attribute “Is_Crime” indicates
whether the instance belongs to a crime or accident. While It is concern with crime information, It is
used the attribute “Is_Crime” to filter the instances and removed all the irrelevant ones. It is applied the

same strategy for Los Angeles crimes dataset.

3) Data Integration: Data with different representations are put together and conflicts within the data are

resolved. It is performed several steps of data integration for this datasets. First, to avoid different
attribute naming, It is unified the key attribute names for both crime datasets as follow: Crime_Type,
Crime_Date, and Crime_Location. Crime_Location represents the neighborhood attribute for Denver
dataset whereas the Area attribute for Los Angeles dataset. This mining study requires analyzing the
date and time info on different granularities. Therefore, It is used the Crime_Date attribute, which
contains date and time crime info, to generate three more attributes: Crime_Month, Crime_Day, and
Crime_Time. It is adopted the military time system, and It is considered the hthis part without paying
attention to the minutes to get more of frequent patterns. In addition, It is initiated Crime_Type_Id
attribute to give an id for each of the 14 crime categories (See Tablel). It is used this attribute for both

datasets to get integrated crime types.

4) Data Transformation And Discretization: Data is normalized, aggregated and generalized during

transformation whereas data discretization involves the reduction of a number of values of a continuous

attribute by dividing the range of attribute intervals.

It is define the columns of data that you want to use by creating a structure. The mining structure is linked to the
sthisce of data, but does not actually contain any data until you process it.

Before the structure and model is processed, a data mining model too is just a container that specifies the
columns used for input, the attribute that you are predicting, and parameters that tell the algorithm how to
process the data. Processing a model is often called training. Training refers to the process of applying a specific
mathematical algorithm to the data in the structure in order to extract patterns. The patterns that you find in the
training process depend on the selection of training data, the algorithm you chose, and how you have configured
the algorithm. It is important to remember that whenever the data changes, you must update both the mining

structure and the mining model.

IV. RESULT AND DISCUSSION

The Bayesian classifier enabled us to reach this target with a reasonable accuracy. To predict an expected crime

type, you need to provide fthis related features of the crime. The required features are: the occurrence month, the
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occurrence day of the week, the occurrence time and the crime location. All features can be submitted in their
nominal values. The provided occurrence time should be in the form of time period interval from T1 to T6. For
Denver, the location has to be one of its 78 neighborhoods. For Los Angeles, the location should be one of its 21
areas. Every given result is anumber from 1 to 6 that indicates the predicted crime type for a given set of crime
features. Fig.1 shows the crime data setsand fig.2,fig.3,fig.4,fig.5,fig.6 and fig .7 shows the entire model crime
prediction results.

HVE  DEET  PAELAOUT  ROIMILS  DAR PRYEW VBN ADDRS TEM Saarsedgrmed - )

A . Jr  wozenn v
A 8 D E F 3 B ‘ ! ¢ L M N D B a R

l]m:emlcms&_mm&_cc—“:xse_cmsz_oc;ma_n:sr_ccammz_:m_omumm REPORTED DATINCDENT GEG X 6E0 Y  GEC_LON GEO_LAT DISTRICT_PRECINCT NESHEOES (RIME IS

2 2mEH9 20EES 3B Dwszpoo-Lallother  EIE062331 61506531 3N 1S 103 BTN 5 50 mondelk 1

3 2ME0 20 BY 0Zeficthelaeny  WINNITIII0 I0VILNIT 1655 /08 1753 198 7S I IS 3 50 ey 1

420D 20 BB D oeftgentheition JWNIGXNDT 4572015500 4725/2016 7100 B3SO 312 165WI1 104957 3546349 ER 1

3| 208 205 BY 0 Teftcthelarany RIBHN DB RY TS0 ATIN 1BEN IMNL 97T I bswo 1

§ 0N 20ESS BB 0 Feft-shoglarceny 6§81 %51 6232017 1600 BIEIST 52 163545 -4 3570711 3 3cenyas 1

7 2MEHB 20 M9 Dufotherdloten  1A1HIS0M L3N L9 005100 S50 19050 104982 /IS b 2 ocppate 1

8 | 1mED 206 B Doehzentheitfion  HUNIIS 631215 VN0 122 NFED I3 1BNY U508 572N 1 illepat 1

3| MM 205 ST Ooimnzttadlothers L3187 Y3MIR 1033 S PERE JMSAN R3S -1MASY 35T I isesr 1

10| 20248 20 501 Dwficactaficar 130018510 0BT WITHA I4065 163382 104992 157368 6 il oviceed

11 2NE0 2055 B 0 Zehtenthefifion 13013655 L3U0IBESS LIUNBAMTBBNI IBEB1 101G 105015 BT 1 13 highlind 1

2 ME 2EM B Ddngmetidngakol  13H/NIBNHM LA/OBZR2EEANS S IS 167N 1495 3557 3 33 pokdsmith 1

13 202410 200653 B 0 Zeftgenttiefifion  128/0185%5 1307081705 13008 1742 IDESING JMIBE 1678070 -I04958 35548 4 byl 1

W UNER ES BB 0 eftshoylareny 5/31/%16155 53120161830 1555 001 ISR 1978337 104542 354850 3 30 coopmer 1

15 MEAS 20 MM DZehcfsawinthsd  HWATSS YANTEN G005 BUNE 4D 100650 1503 35T4S 1 12 jefferson 1

16 L0 2SS BB 0 eftshoglaeny 4EMEBB 4/16/2016 1606 HOSCLE IR0 163300 -104903 355551 3 3 wiedsor 1

17 2ME0 2 BB 0Zehtienthefifion  SRE/AII00 52802007 700 5/28/20071958 M0BKH 648 10037 10504 3576455 1 113 highland 1

18 LOEHD 2EES M Doehcfaainths  GIENTNN GUANRE §INTM2GSENF J6H0 17HM 10491 39651 3 323 poldsmith 1

19) 202648 205 57 pomntalother  12NIBM L2303 1450 17K/ CO 34050 13456 104993 35012 1 13 licdn-pa 1

0| 20EH8 205 B Dimudtyrwhiacol L4800 1SS IR0 UNIBIXIS ISP JUGI0Y 163040 -IO481 I5TIR 3 3D washingtc 1

21| 2MEHS 205 5t Vwfcactaficsr 1392181033 U30/013 1238 NHAVAN, JITRO7 10030 -IOAS5E 35753 §  5iistapkton

2 J0EHR 20 M99 Owfctherallother 1328107 1302018 1200 BI0BIY JUBH 1B 10438 BT 55U stpleton 1

5| M8 205 5 Vficaxtaficas 125281408 Y29/ 03 00 ELOWRYE 317308 163002 104834 357231 I 0t howryfid &

| 2028 2EsM 301 Dwficactaficar 13 NB5S V031113 BTHST/! M7 102 -1049% 357567 T 2 fivepeint

35| 20EHB 20 M9 Dwafotherdlother 13NN 1502013 1309 3NCBO0C 4638 IR IS5 ISTEIM I 7 ehrieow 1

%) LMEHS 20 W Obuglaytborgley 12182031 LSGANISRI0 300ISBSTSTAOEWA NN 17TS4 -IMSI BASH 3 37 poldsmith 1

| 2MEH8 205 F 0Zeftemtwhizcol  3N/2017 1200 12/71/2017 1200 1/30/2018 1519 MIOERA! JM6BM4) 1553213 104902 3555226 I IMhampien 1

2B JME0 20066 1316 00 OFesaietoosblicdis  IOWNIBNM3T 00 VNNRISSOSNEORMN 1IN IBIN -I046M BESKT 0 7 THde 0 1 v

ame 3 ‘ I )

Fig.1 crime data sets

Received: 19 Feb 2020 | Revised: 28 Mar 2020 | Accepted: 25 Apr 2020 9281



International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 06, 2020
ISSN: 1475-7192

W1 Pt Zoom - @ x
Cnme_Location
w P00V A
ny-park-sout, hightand hittop, 2 pr karnedy, kwryfickd, marlee, marsion monfbelo, mantckir. north.
Chime_Location
p =000 )
kK aua WWM( ahna-swansea, for-logan. galeway-greaan-vabay-ra)
( Cnme_Time ™ Cnme_Locaton
910001 PRSI ) p <0001
8-swansea, Jo-logan, gateway
I Cnmo Time \ ( Cnmo 7 Cnmo lmw) CCmm Lm(tmm m‘\
o«0001 D‘O 0'000 D‘Dﬂoi D‘OW' D‘OW' -~
l( Crime Loabn:LCume Location ™
» a<00m n~0 n- - n_oom o_0001_

D\D

w%m oy
‘ T mee(T 1( %‘ 17?,|l’_!ai!t

Fig.2 location based crime prediction model result 1

da. gojathmas-park, aurana barmum,

& Luallm\
p<Qoot -

hncolpark  Incobpar(T1{T4 TS, Thaker bear-valey, ber Mmmmﬂﬁﬁl 12,78

e R 1 o c"'“?"""“"?"”’"" B Sl o v b

] 1 2 Boow unu 55 na
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
08 <08 {08 -|08 08 —08 408 -|08 -|08 <08 —08 -105 08 —{08 '!0 I) 08 08 -|08 <08 08 -108 108 {08 03 0 08 08
06 106 -|08 -{06 {06 {06 {08 -| 08 {06 406 06 {08 -106 -{06 <06 08 -|06 106 —06 106 -{06 06 -|06 {106 -|06 {08
0

04 04 |04 -|04 04 —{D4 104 04 04104 04 104 04 04]04 d 04 |04 704 <04 |04 -{04 {04 -104 04 |04 04

e

02 <102 102 -102 02 {02 02 -{02 -|02 402 102 {02 102 2 02 -02 502 02 102 102 02 {02 102 02 02
0 0 0 0 D 04 0 a 0 0 0 a 0 0'4 0 o 0 0 0 044 0 0 0 0

MMMWMWWMMMQWMMWN

Fig.3location based crime prediction model result 2

Received: 19 Feb 2020 | Revised: 28 Mar 2020 | Accepted: 25 Apr 2020 9282



International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 06, 2020
ISSN: 1475-7192

[¥ i =8 %
6’&?«'}7-,\}
p<0001
MMWM Mm:\wmmmummw Mummwmmmmm
Crime_Locason 7 (:mm L %
p<0001 p <0001
g A, Gsbeie. vy ok, o e, - (24, mPanast gtk v cowerandd iy e,
Creme_Location “ Cnme_Locahon
p =001 p<00M
—
, congpess park coutrychb, da, gokismh, -k, aurena, che amn nm- N, ey green.va bey.rancty, mnvwnl mar e, el oy
\ / Coma | ann " Crma_Location
.onm \L‘:l'i p‘om
obnvuTwwh\n m rvey-palatmar-pork. annn\mulk chayton, M-Imm ywm anct
w0, iop, mn»u«t rAron plsl pivk, MT W0y Clek, Tymu,m«um MJ»M D 0001 cm;o-v‘m
mm«-y’uummupmw 9 park, e 7 Gy o ---wmw mmm.nm'rznts
Node 4 :sm =852N0de 7 (n = 43Node 8 (n = THode 12 {5 = BRode 13 (p = S8ode 15 (0 = Mode 1T -muma MZO M?ﬂ .‘MOZ = BNode 26 (n = 074
1 1 1 1 1 ] 1 1 1
on - 0f - (1) 08 08 o - oe - o8 oo - OI - oa - oa o8
oo os [ oo oo oo o (1] 06 oo 0o oo oo
04 04 04 [ 2] a4 04 04 04 04 04 04 o4 04
Q2 02 o2 02 02 02 02 02 02 02 02 02 02
n 0 o 0 0 0 n 0 n 0 0 0 0
Acsaun Assaun Az Assat Assua Assat Assaun Acsau Azsais

li‘lﬂlﬂm

[park-sosh. highland, hitop. ndan-oeek, jfferson-park, l!M lowry-fiedd. mar-ke. marston, monthello, meetciair, nodh-par-hel sotheast-pas-hil overand, plat-park, rosedale. iy sifland

A

Mummmmmwwmmmmmmmm mmmummmmm

_mzm:m: Nﬂih.ﬂniﬂm}_ _'MILEZEHJ_‘
14 14 14
05 08 08 4
08 05 06
04 04 -
02 4 ! 024
0 - 0 - = ;
Assad  (theroimes  Thet Asssd  Oheromes  Thet Assa (heromes Thedt

Fig.4 location based crime prediction model result 4

Received: 19 Feb 2020 | Revised: 28 Mar 2020 | Accepted: 25 Apr 2020 9283



International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 06, 2020
ISSN: 1475-7192

4 P doom - O x

1]
Cnme_Locaton
p <0001

4 hitap, indiancresk, eflesonpark kemedy, wiySeld, maree marsion montbelo, montcar, noh-park-il noreast-park-hil ovedand platpank osedale, uby-nil siyland sioan ke, southy

N\

N\ \
S.park. country.cub, da, goidsmeh, hale hampcjathmarpark. awana, chaffee park, dayton ehna. swansea, fortdogan, pateway.greenvaley.ranch harvey park. nuwe.\nm. narhpark.hil ne

o_harvay-park. mardee, montbelo, th-ol, norheast-patk-hil, overland, niry-hil, syl

f Ve \ e
n= Sin=1 Node 8 {n = 18217} Node Bin=7274) Sin=
14 11 14 1 14
08 - 08 08 - 08 08
06 06 06 4 06 06
04 ~ 04 04 4 04 4 04 4
02 .l l 02 1 02 - 02 02 I-“
Q- Y [ 0 [N 0
AssautPutic Disorder Assauk Pubbic Drsorder AssautPutiic Desordee Assal Pubbc Disorder AssautPubiic Disordee

Fig.5 location based crime prediction model result 5

W ot Zeerm - o x
1}
Crme_Locabon
p<0001

, harvey-park, harvey-park-south, highland. hitop, indian-creek jefierson-park, kennedy, lowry-fiekd, mar-lee, marston, monthato, mantciair, no

e )
Cnme_Locahion
p<0.001

0 e e A

| {\
{jode finde Thede Sinde 1 tinge 1 Mﬂr! Ihse
B L e DA B 0 W B 5 i I I B 6 O s IO L O | 19 19 19 .19 19 19 1 B S I B )
0808087080808 -308 1087080870808 -08-08-08-108-708-108-708-08 4 10850810808
06-06-06-06-08-06-086-06-06-06-08 06 -{06 406 -{06-06-06-06-08 6 4064060608
04-04-/04-04-04-104 0404104040404 ~04-04~<04~04-04~/04~04~/04-04~04-04-04-04+04
02102-02702-02024020270202-70202-02-02-02-702-102-102-702-02 210250202502

010707030701 0707040120 0405070170107 070 0104050

Fig.6 location based crime predictionmodel result 6

Received: 19 Feb 2020 | Revised: 28 Mar 2020 | Accepted: 25 Apr 2020 9284



International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 06, 2020
ISSN: 1475-7192

Ama_Location
p=0001

[77m Skeet Cantral. Holerb(Devorahing Foothll HeDor, Holhywood, N Holtywood, Nomeast. Ohrpic, Pachc. Topanga Van Noys, West LA West Vabey 'Wikstre)
{7
77 Come_Time
pe00m .

TH,76) (12,73, T4 75) T1,76) [F2.73,74.T5)
( Come_Locahon ™ \ Crime_Location
g 1} p<0001

[Foomil Harbor, Hotwwood N HoliDavorshire. Pachc, Topanga West LA Wiashaa )|
)
(" Cnme_Locabon

Ceottal Holenback -.-'.\m.n Nc'-‘..-.rrra,ur-‘.;,' SOoutfwest) <0001

Foothl, N Hotywood, Northesst, Vian Nuys, West Vakey)
Node 4 n = 22023) Node 5 ¢n = 32494 Node & {n = a0UT Noce 1 (n = 8040) Node 11 (n = 19564) Noda 12 (n = 15776} Node 13 ¢n = F183)
RS s S ORI N = 268 guOn= sy op Josn O - RAL Lt Ard . il e i =23
v 1 1 14 14 1+ 1 -
J J | J
08 - 08 — 08 - 08 - 18 - 08 - o8 -
| | | |
06 08 08 { 0g 1‘ 08 - 06 ‘ 08
04 H 04 ne 04 J‘ 14 04 n4 J
| | | | | |
02 - 2 02 I l 02 - II ’ | 02 l [ 02 - - 02 - Al 02 -
il I | l l l n
0 Jl'???‘u‘ =) l ™1 " v J '.'T"'*T“ ( ‘ TITT '.1 e l’—‘ TT Q . T U 0 ‘ ‘7"17‘
ASSAULT Theft ASSAULT Thet ASEALILT Thet ASSALILT Treft ASSMAT Thet ASSALLT Thet ASSALLT Treft

Fig.7 location based crime prediction model result 7
In this project, first It is performed data pre-processing and then made 3 different models of Apriori algorithm,
NaiveBayes Algorithm and Decision Tree Algorithm. By using Apriori algorithm It is found criminal hotspots
on Denver Datasets andLos Angeles Datasets. Five-Point, Capitol Hill, CBD, Montebello, Union Station,
Stapleton, and It isstwood are the hotspots that have most crimes frequent patterns in Denver. Five-Point has the
largest number of patterns compared to other locations. item: ("*five-points™,), 0.054 . In Los Angeles, It is can
see that most likely crimes happen at 77th Street, Southltisst, Pacific, N Hollywood, Southeast, Northeast, and
Van Nuys respectively. 77th Street has the largest number of patterns compared to other locations. item: ("'77th
Street™,) , 0.068 . The second target for this study was to predict the crime type that might occur in a specific
location within a particular time. The Bayesian classifier enabled us to reach this target with a reasonable

accuracy.

V. CONCLUSION

It is generated many graphs and found interesting statistics that sholtisd the baseline to understand Denver
and Los Angeles crimes datasets. Then, It is applied Apriori algorithm to find frequent crime patterns in both
cities. After that, It is applied Decision Tree and Naive Bayesian classifiers to help predicting future crimes in a
specific location within a particular time. It is achieved 51% of prediction accuracy in Denver and 54%
prediction accuracy in Los Angeles. Finally, It is provided an analysis study by combining this findings of
Denver crimes’ dataset with its demographics information. It is aimed to further understand this models’
findings and to capture the factors that might affect the safety of neighborhoods.
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