International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 05, 2020
ISSN: 1475-7192

Three-Step Iterative Method with Fifth Order
Convergence for Solving Non-linear Equations
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Abstract--- In this paper, a new three step iterative method is proposed based on the Newton’s Method to obtain
the numerical solution of non linear equation. We prove that our method take over fifth order convergence and the

efficiency of the recommended method is shown by the numerical examples comparing with existing Method.
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l. INTRODUCTION
To solve transcendental equation we have so many methods in the literature of numerical analysis. These days

much attention has given to develop different iterative methods to find the root of non-linear equation. One of the

well known, very important methods to find the root of non linear equation is Newton’s method

f(x)=0 (11)
where f is a scalar function on open interval D is a classical Newton’s method (NR) given by
f
N _% (1.2)
n=0,12,. ..

This quadratically convergent method and its efficiency index is 2 = 1.414.

An efficient Newton type method with fifth order of convergence for solving nonlinear equations (FANG)
proposed by Liang Fang [3] is given by

yn:xnif'(xn)
52(x,)+3F2(yp) f(yn)J

f(Xn) 1
(1.3)

X = .
n+1=Yn £72(x )47 £ 2(yn) T ()

A New third order iterative method for solving non linear equations (CH) proposed by C. Chun [1] is given by
2 =X ff,((xn)) (1.4)
Xn

e s

n+l=Xn T3
A Composite third order Newton- Steffensen’s method for solving nonlinear equations (SM) proposed by J. R.

X

Sharma [2] is given by
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f(xn)
yn = Xn _m
()
n+l = N f’(xn)(f (xn)—f (yn)),

(1.5)

An iterative method for solving nonlinear equations (ZANG) proposed by Zhonyong [7] is given by

_ f(xn)

Tn T T ()
2

f(n) ) | ()

=y - 1+ — . A
n+1 n f(xn) f’(yn)

X

(1.6)

In this paper we define a new three step iterative method which raises the convergence and increases the

efficiency of a function and establish the convergence of this approach. In the next section different numerical tests

confirm the theoretical results and allow us to compare these variants with classical methods.

1. FIFTH ORDER CONVERGENT METHOD

A fifth order iterative method to solving nonlinear equations proposed by M. Rafiullah[5] given by

[f(Yn)}z £"(vn)
2[f’(xn)]2 f'(y,)

where -y - () and Yoy = X - f () |

t(vn) t'(xn)
The order of convergence of this method is 5 and the efficiency index is 3.18.

Replacing z, by y and vy by x, in “(2.1)” , we obtain

f (%) f'(%n)
2[ 1'0) )7

where _ f(xn) " (xn)

(£ ()T

Xn+1= Yn~ H

Algorithm

For a given x, we compute x_, by the iterative scheme
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T (%)

2n=Yn + (1 (¥n)-F'(xn))

f(zn)

X =Zn-
n+1 N f’(yn)

Z(f’(xn)z) (25)

The method “(2.5)” is called as fifth order convergent method (MMS), requires 2 functional evaluations and 2 of

its first derivatives.

II. CONVERGENCE CRITERIA

Thoerem: Let Xy €D be a single zero of a sufficiently differentiable function f for an open interval D. If X is in

the neighborhood of X . Then “(2.5)” has fifth order convergence.

Proof: Let x bea single zero of “(1.1)” and

*
X =Xp+ép

then f (x*) =0 .Expanding f (X*) by Taylor’s series about X, , we have

f(xy)= f’(x*)(gn + czgnz + csgns + c4gn4 + ) (31)
f'(xp) = f’(x*)(l+ 2c,6n + 03£n2 + 4C45n3 + ) (3.2)
Dividing “(3.1)” by “(3.2)",

we have

2 2)_ 3
f(x &n —Crén —(ZC —-2c )gn -
(%n) _ 2 3% 33)

£'(xn) (304 —7cyCq +4c§)gn4 +o

From the first step of MMS, we obtain

*
Yn =X +ap

where
ap = czgnz + (203 - 2022)gn3 + (304 —TcyCq + 4c§)gn4 +o

Now,
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f '(yn) = f'(x*)[1+20§5n2+(4cgcg—4cg)gn3+ . )
Then, we have f'(yn)_ f'(xn) _ f,(x*)(_Zczgn +(2c§—SC3)gn2 +

(4c,¢, —4C] —4c, ) e +(6c,C, —14C3C, +8C; +3C3C, ) oy +..and

(F'(vn)=1'(xn)) 2(:,(();:))2) —C25r$+(8022_gcaj5:

+(—57c§ +4—27czc3 - 204jg§ +.. (3.4)
From the second step of “(2.5)”, we get
=X +p
Where , _ (GCZZ —;cJens +[—53c§ +§czc3 +c4)g;‘ +on

Now

f
(n) —(6022 —%csjgﬁ +(—53c§ +3—23czc3 + c4)g: +%(64C2C4 —16c; —405¢.C, ) an’ +...  (35)

()

Ilnallh b‘& the thlld Step Of (2'5) B We ha'e

Hence this method is fifth order convergence and its efficiency index is 45 =1.4953

V. NUMERICAL EXAMPLES

After consider the some examples considered by Jayakumar [6] and Noor [4] compared our method (MMS) with
NR, FANG, CH, SM and ZANG methods. The computations are carried out by using mpmath-PYTHON software
programming and comparison of number of iterations for these methods are obtained such that

20 201

Xn4+1—Xn| <10 1and‘f(xn+1)‘<10_ .

(3
sm(x)
The test functions and simple zeros are given below fl(x):sin(Zcosx)—l—x2+e

*
x =-0.78489

2 *
fo(x)=xe " —sin®x+3cosx+5, x =-1.20764

fa(X) =sinx +cosx + x, X = —0.4566
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*
f4(x) = (x+2)e* —1, x =-044285

2 5}_1 *_
fi (x) = x +sm[5 7. X =040099

Table IV (a): Comparison of Efficiency Index

Methods ([P | N Fl
NF. 20 2] 1414
CH 64| 1.442
SM 303 ] 1.442

FANG | 5| 4| 1495
FANG | 5] 4| 1405
hNS 50 4] 1495

where P is order of the convergence, N is the number of functional values per iteration and El is the Efficiency
Index.

Table IV (b): Comparison of Different Methods

f | Method | Xq n er fv Xo n er fv
NR -0.6 10 1.6(201) 4.1(201) | -1.3 10 1.6(201) 4.1(201)
FANG 5 3.2(201) 4.1(201) 5 3.2(201) 4.1(201)

fi | CH 7 8.9(201) 2.4(200) 7 1.6(201) 4.1(201)
SM DIVEREGENT 7 7.3(201) 2.4(201)
ZANG 5 7.3(201) 2.4(200) 5 4.9(201) 4.1(201)
MMS 5 3.2(201) 4.1(201) 5 3.2(201) 4.1(201)
NR -1.2 8 6.8(200) 1.3(198) |1 12 3.1(200) 6.1(199)
FANG 4 3.7(200) 6.4(199) 6 3.7(200) 6.4(199)

f, | CH 6 3.1(200) 6.4(200) | DIVERGENT
SM 6 9.7(201) 6.4(199) | DIVERGENT
ZANG 4 9.4(200) 6.4(199) 7 3.1(200) 1.3(198)
MMS 4 3.7(200) 1.3(198) 6 6.2(200) 6.4(199)
NR -0.5 8 7.7(201) 1.8(200) | 1.25 12 7.7(201) 1.8(200)
FANG 4 4.8(201) 5.3(201) 6 5.3(201) 5.3(201)

fs | CH 6 2.4(201) 5.3(201) 7 7.7(201) 1.8(201)
SM DIVERGENT 7 6.1(201) 1.8(200)
ZANG 4 6.9(201) 5.3(201) | DIVERGENT
MMS 4 53(201) 1.8(200) 5 4.8(201) 5.3(201)
NR -0.7 10 6.9(201) 1.1(200) | 0.4 11 2.4(201) 4.1(201)
FANG 5 4.4(201) 4.1(201) 6 4.8(201) 4.1(201)

f, | CH 7 2.4(201) 4.1(201) 8 2.4(201) 4.1(201)
SM 7 5.3(201) 1.1(200) | DIVERGENT
ZANG 5 5.9(200) 4.1(201) 6 4.1(201) 1.1(200)
MMS 5 4.8(201) 4.1(201) 6 4.9(201) 4.1(201)
NR 15 11 2.1(201) 2.2(201) | 1.8 11 7.7(201) 7.7(201)
FANG 6 5.7(201) 2.2(201) 6 5.7(201) 7.7(201)

fs | CH 8 21(201) 2.2(201) 8 21(201) 2.2(201)
SM 7 4.1(202) 2.2(201) 6 5.7(201) 7.7(201)
ZANG 6 9.6(200) 2.2(201) 6 6.5(201) 2.2(201)
MMS 6 5.7(201) 2.2(201) 6 5.7(201) 2.2(201)

Where X, is the initial approximation, n is the number of iterations, er is the error and fv is the functional value.
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V.

CONCLUSION
Then, we In this method we developed new fifth order convergent method with efficiency index 1.495. It

requires two functional evaluations and two of its first derivatives. Table IV(a) compares the efficiency of different

methods and the computational results in table 1V (b) exhibit the superiority of the new method over the NR, FANG,
CH, NK, SM and ZANG, FOCM methods in terms of number of iterations and accuracy.
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