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Abstract--- Scene Recognition is a work of great significance in computer vision and artificial intelligence. 

Certainly, it is difficult due to various factors like cluttered image, poor separation of boundaries in between the 

scene objects, bad lighting, etc. Hence the topic receives a huge research attention. In this paper the various 

applications using Scene Recognition and the various techniques that are incorporated to classify, feature extract 

and to cluster scene images are reviewed and a method based on DNN is proposed. 

Keywords--- Scene Recognition, Artificial Neural Networks, Deep Neural networks, Convoluted Neural 

Networks. 

I. INTRODUCTION 
Due to the rapid advancements in technology, there is a need to develop more sophisticated Artificial Intelligent 

systems which possess the capabilities more than what we human beings have. This finally made us realize that the 

best architecture for intelligence was always within us- Our Brain. Starting from here people have tried to mimic the 

brain’s neural architecture to the fullest extent possible and we have ended now in what is called Deep Learning or 

Deep Neural Networks. And especially this architecture based on our brain works undoubtedly very well in what we 

humans are exponents: Identifying patterns, Recognizing images, objects in images, speech, texts and natural 

languages. Nowadays this architecture is being used for building systems for various purposes like virtual assistants, 

recommendation systems, automatic translation of given text, playing games like chess, go etc. 

The ultimate aim of our quest is to develop a General-purpose A.I system in which a single system could do 

anything a human counterpart can do and much more. A thing that makes human achieve all difficult feats easily is 

our visual system. It includes the organs taking inputs of visual data and the organs processing it to produce valuable 

knowledge out of it. Similarly, most A.I systems depending on the environment for their task accomplishments must 

possess a strong visual system which is termed as computer vision. 

Thus, there is an ever growing need to develop systems having capabilities to accept the visual data and produce 

intelligent actions out of it. So Scene Recognition becomes an important task that needs to be performed to ulti-l the 

environment and requests a great attention. In this work we try to produce a novel architecture based on Deep 

Learning for scene image recognition. 
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II. RELATED WORKS 
Researchers across the globe have always strived to improvise scene image processing and to encompass various 

state of art technologies into this feat. This section provides a brief note on the notable previous works related to this 

paper. Chang Cheng et.al [9] used perceptual organization model to segment the scene image and to detect the 

foreground boundary from the background using the fact the objects at the background of the scene image is 

cluttered with unstructured objects. The segmented scene image is classified using a Binary Adaptive Boost 

classifier. Jingyu Gao et.al used Convoluted Neural Network reducing the dimensionality of the features and Deep 

Boltzmann Machine for the classification of scene image recognition. 

Andrew Payne et.al used the idea that outdoor scenes possess a lower amount of edges that are straight due to the 

unevenness in the outdoor scene objects. Their method the used for the classification was based on low-level edge 

analysis. Yuan Yuan et.al [10] presented a manifold regularization technique that used a kernel embedded Deep 

architecture for the structural information present in the data. A ulti-layered deep model was constructed by ulti-lay 

the correlations present in the data. 

Jain Yao et.al proposed a model using the holistic understanding of the scene image. Contour detection methods 

were used to segment the scene image and to identify the presence of a particular class of objects in the scene. There 

are various neural network architectures that have been tested for accuracy performance like the Alex Net, GoogLe 

Net, ZF Net, VGG Net, Microsoft ResNet, etc and researchers have utilized this available model to perform the 

scene image recognition task by training them with different benchmark datasets. 

Based on Alex Net DNN architecture, Jing Sun et.al [12] created a model for scene image classification. Alex 

Net has been used by them to extract features from the training scene images and an SVM is trained using the 

features and classify thetest images. They enhanced the model’s generalization performance by near- suppression 

methodology. 

Pengjie Tang et.al [14] presented a model based on Convoluted Neural Networks utilizing the GoogLe Net 

architecture. At each layer of a CNN the features represent different characteristics of the same image and the 

features generated at each stage have to be concatenated in order to get a complete feature vector for the task of 

scene detection. The enhanced feature vector is then normalized and used to train a SVM for the task of 

classification. 

Jingyu Gao et.al [13] used a modified Restricted Boltzmann Machine to include the spatial details present in a 

scene image for the Scene Recognition task which a standard RBM lack. Their model was a centered convoluted 

RBM which has reduced instabilities as the information related to the adjacent patches are also being taken into 

consideration. The centered factors were obtained and a trained CCDBN with softmax regression performed the 

recognition task. For the recognition of words present in scene images Bolan Su et.al [4] proposed an approach at 

the word level that utilized two multilayered Recurrent Neural Networks trained with Long Short-Term Memory and 

Connectionist temporal Classification here every word is considered as a whole and no character wise is performed 

over the words. Two feature sets were created by converting the word image into sequences of column feature based 

on HOG. Then the RNNs were trained classify the feature sets. 
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In the work [5] researchers have presented a Text-Attentional Convoluted Neural Network to detect the presence 

of text in the scene images.  

The Text- Attentional CNN is applied to the image of the scene and a multitasking learning algorithm is devised 

to learn from the extracted deep features. Finally, the highly ambiguous components present in the scene are 

identified using CE-MSERs Mohammad Sabokrou et.al [15] in their proposed model used hierarchical 

representation of DNN. They deployed Deep Neural Networks to construct two cascaded classifiers. Speed of 

objects and irregular of the motion of an object taken as conditions to identify the anomalies in the scene. 

III. PROPOSED SYSTEM ARCHITECTURE 
Our proposed framework is as shown in fig.1. In the first level the dataset that is to be used to train the model has 

to be pre-processed. There are varieties of datasets available for the scene recognition task. Some benchmark 

datasets include MIT Places 205 dataset, Scene 15 dataset Caltech 101 dataset, Sun397 dataset, ImageNet 2012 

dataset, MIT 67 dataset, SIFT flow dataset, MIT Indoor dataset, etc. These datasets have been specially created for 

the training of scene recognition models. 

The images are the data points for this process and pre- processing enables them get fitted into our Deep 

Learning model.  

The images are reduced to the prescribed dimension that maximizes the performance of the model. The images 

may also possess portions of noise which will deteriorate the accuracy and performance of the model. The noise may 

be present in the images in various forms: it may be damaged pixel information or unwanted information. The noise 

present in the image has to be cleared off at the outset. Adaptive filtering technique has been utilized for this purpose 

as this method produce better images than the linear filtering techniques. The adaptive filter when compared with 

the linear filters is more selective and hence preserves the edges and other parts of the image with high frequency. 

Next the model is trained to learn for the Deep features. The features are extracted by the model and since the 

features at each layer of the network are different and they all must be included in the final vector of features. The 

features at each layer have been made into a feature vector and are used for the training of our proposed model. The 

Deep neural network classifier is deployed to classify the scene images and to verify the accuracy performance with 

the benchmark dataset.  

The accuracy of the proposed methodology is better than the native traditional techniques that were used for this 

purpose previously. 

A. Algorithm for Scene Image Recognition 

Step 1: Input the complete scene Images. Step 2: Pre-process the images using 

Step 3: Report the corresponding Patterns for the Image. 

Step 4: Classify and analyse the pattern using Deep Neural Classifier. Step 5: Obtain the Split Images 

Fig 1.3.1. explains the overview of scene/image recognition and prediction based on the algorithm mentioned 

above. 
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Fig 1.3.1: Overview of scene/image recognition and prediction 

 

Fig.1.3.2: Diagrammatic representation of the proposed Deep Neural Network based classifier for Scene image 

recognition 

IV. CONCLUSION 
Thus in this work we have proposed a method and architecture for Scene recognition task based on Deep Neural 

Network. The scene recognition has great importance in achieving general purpose AI especially in computer vision, 

thence it has become the need of the hour to create newer technologies and methods which enhance the 

identification task and achieve perfection comparable to that of human level or more. Certainly scene recognition is 

not very easy due to the various threats posed to it at various levels like distortion in the scene image, lack of proper 

separation of boundaries in between the scene objects this happens especially in outdoor scene images, bad lighting, 

falling shadows etc. Due to the recent discoveries in Neural Network architectures like the Recurrent Neural 

Networks, Convoluted Neural Networks, Convoluted Restricted Boltzmann Machines and the various Deep learning 

architectures the job of extraction of features has become simpler and easier. 
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