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ABSTRACT 

Many sensors are used in a single production process, making it difficult to pinpoint the 

exact source of a problem. More than one process cycle is required to make a semiconductor 

wafer. There are many cycles in this process, and it is difficult to spot abnormalities in time, 

thus the process continues until it is complete. The cost of producing these wafers is high, 

and a process failure can have a significant impact on both time and money. As a result, 

anomaly detection in semiconductor production can benefit greatly from machine learning. 

A manufacturing facility may interrupt the operation and fix the problematic equipment if 

irregularities in the production process could be discovered or predicted sooner. As a result, 

semiconductor producers would see an improvement in process yield and a reduction in 

expenses. 

Keywords: machine learning, based log-analysis, automated, anomaly detection 

I. Introduction 

Machine learning and artificial intelligence can be applied to manufacturing, particularly in 

the field of semiconductor manufacturing. Many sensors monitor the manufacturing process 

and the semiconductors produced in semiconductor manufacturing facilities. A company's 

production process may be further optimised by using the data provided by sensors on 

various equipment. This data is currently solely utilised for debugging when an issue occurs.  

II. Aims 

Analog Devices' semiconductor production data is the major subject of this investigation 

(ADI). Although ADI is now implementing SPC and limit monitoring in their manufacturing 

process, they have had minimal success. Out-of-control processes and temporal irregularities 

can't be detected using these techniques very often (Chen, et al. 2021). For this reason, it's 
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impossible to define separate limitations for each data channel since the manufacturing 

process includes so many recipes and parameters. Many sensors are used in a single semi-

conductor manufacturing process, making it impossible to keep track of all the information. 

A reactive rather than proactive strategy to anomalous occurrences has been adopted by ADI, 

relying on the data to investigate issues after they have happened rather than flagging and 

studying abnormalities as they occur. Anomaly parameters are notoriously difficult to pin 

down by hand, even if they are found. 

III. Objectives 

At ADI, the existing anomaly detection protocol gives a great opportunity for the 

implementation of machine learning-based anomaly detection techniques. We are interested 

in seeing if a pipeline can be built to automatically recognise unusual occurrences. Models 

that can be applied to a wide range of machines and recipes require a modest bit of domain 

information in the form of tagged data. Analog Devices' anomaly detection procedures are 

detailed in detail in Chapter 2 of this thesis, which is a consolidation and development of 

three earlier theses. We want to expand on these earlier research to create a real-time 

anomaly detection system. As it is now, a lot of flaws in a manufacturing process may go 

unnoticed until the entire process is complete; this may take anywhere from a few hours, to 

days, or even weeks, depending on the process. Consequently, real-time analysis has the 

potential to save both time and money by allowing early termination of the process. 

IV. Research Questions 

1. What constitutes "normal" conduct, and how wide does it extend? 

2. Is there a way to tell the difference between normal conduct and aberrant behaviour? 

3. What is the threshold for deeming a person an anomaly? 

V. Literature Review 

For the purpose of better comprehending the anomaly detection problem before providing 

literature on cluster analysis and time series forecasting, this chapter conducts a literature 

study. In addition, a number of prediction models from the literature are discussed. 

VI. Anomaly Detection 

Time series data anomalies are described as points or sequences of points that depart from 

the expected behaviour of the data. Manufacturing, economics, transportation, and health 

care are just few of the areas where anomaly identification is a challenge. No one answer 

exists for anomaly identification since various domains may have different definitions of 
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what constitutes an abnormality. Time-series anomaly detection using machine learning has 

been attempted in both an unsupervised and semi-supervised manner. According to 

(Bhanage, et al. 2021), the quantity of information about the data provided, the level of 

monitoring is calculated. As an example, supervised learning may be used to a dataset that 

has already been labelled with information. Unsupervised or semi-supervised learning 

approaches are needed to categorise data that contains minimal or no labelling. When it 

comes to detecting novel anomalous patterns, supervised learning models generally fall 

short, even while they can recognise previously known anomalies. Furthermore, because 

anomalies in data occur (ideally) infrequently, the distribution of anomalous against normal 

samples is imbalanced. 

Clustering approaches may be utilised for unsupervised anomaly detection, whereas neural 

network models can be employed for supervised learning. Anomalies can show themselves 

in a variety of ways. Extreme numbers or outliers that are outside of the process's normal 

range are the simplest anomalies to spot. Each sensor channel may be set to automatically 

identify these abnormalities if the defined threshold is breached (Bao, et al. 2018). For 

instance, it's difficult to deal with anomalies that occur within a regular operating range but 

don't follow the usual pattern of time. They occur often in production contexts and can be 

difficult to spot using SPC approaches, which limit monitoring. 

VII. Methodology 

Following a literature study, popular anomaly detection methods are discussed in this thesis. 

Analog Devices' earlier research on time-series averaging, cluster analysis, and time-series 

forecasting is incorporated into this section as well. Finally, we look at the datasets for 

anomaly detection and assess their attributes. An automated model for anomaly detection is 

then created and tested to see if it can appropriately identify unusual occurrences. Training 

our algorithm to recognise regular wafer cycles and predicting one step ahead of those cycles 

is the first stage in this process. Accuracy in recognising abnormalities is next assessed using 

the model. Experiments are conducted on a variety of process recipes, and the model's 

prediction abilities are evaluated. Over time rather than one time-step, this model may 

forecast abnormal trends in data. Anomaly detection is the subject of this chapter, which 

focuses on the precise methodologies we apply (Fredriksson Franzén, & Tyrén, 2021). To 

begin, the time-series averaging methods used to build the reference cycle are discussed. The 

clustering algorithms and their distinctions are next reviewed. MLP and LSTM 
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implementations are then described in detail. Lastly, a high-level look at our whole system 

for automatically detecting anomalies is provided. 

VIII. Structural Time Distortion 

When two time series are compared using a distance measure, Dynamic Time Warping 

(DTW) is used to calculate and compare the dissimilarity between them. Both series are 

more comparable with lower DTW distances. In order to minimise the DTW distance 

between two time series and map one onto the other, it repeatedly warps two time series (Du, 

et al. 2021). It first produces an n-by-m distance matrix for two time series, A = (a1, a2, an) 

and B = (b1, b2, bm), with lengths of n and m, respectively (Shin, et al. 2021).  

 

Figure 1: Mapping between Time-Series A and B 

Summation of distances between A and B points, as well as three minimum distances around 

an element of interest (I, J), is Yi,j in this instance. P is the |ai bj |-norms's dimension. So that 

the Euclidean distance between two locations is employed, p is typically set to 2. Yi,j comes 

up with the ultimate answer to the question of how far apart the two series are. Alignment is 

depicted in Figure 4 where a set of two sets of data, one set of two sets of data, and one set 

of two sets of data are aligned. As the most often used measure of sequence dissimilarity, 

DTW can discover the most optimum global alignment between series (Shao, et al. 2020). 

When employing DTW, the two time series need not be equivalent lengths in order to 

benefit. 

IX. Data characteristics 

The plasma etching data is broken down into wafer cycles, each of which represents a single 

run of the plasma etcher. Either 600 or 300 timesteps make to a cycle (Recipe 920). (Recipe 
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945). For a particular parameter, Figure 8 demonstrates the difference between the two 

recipes. The biggest difference is the duration. For our studies, we eliminated six of the 31 

total parameters from the dataset since they showed no fluctuation over the whole dataset 

(Yang, et al.  2021). Due to this, our models will not be as accurate as they might be if these 

characteristics were included. Anomalies and drift in the data are qualities we must keep in 

mind while developing our models. 

XI. Gantt Chart 

 

Figure 2: Gantt chart 

(Source: Self-created) 

XII. Conclusion 

An automated pipeline for semiconductor manufacturing anomaly detection has been 

presented in this thesis. To begin, we create a reference cycle that represents an average time 

series of good and non-anomalous wafer cycles; we then perform cluster analysis on 

unlabeled wafer cycle data to identify normal and abnormal cycles; and finally we train 

neural networks to detect anomalous time-steps in a single cycle. We've demonstrated in our 

trials that even with only a limited quantity of labelled data, our pipeline is capable of 

detecting aberrant timesteps. Since our model relies on very little domain information, we 

may use an unsupervised technique to train it. It is our aim that our approach may be used to 

a wide range of industries, not simply those involved in the production of semiconductors. 

There are several possibilities for future study based on this work. To find out how much 

time is left till a future occurrence, statisticians and machine learning experts turn to a topic 
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known as survival analysis. Survival analysis can benefit from models other than neural 

networks, such as random forests and Bayesian approaches. The semiconductor 

manufacturing process might benefit from models like this. However, in order to fully train 

models for survival analysis, we would need a significantly bigger dataset of failure 

occurrences. 
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