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Abstract  

More efficient VM management approaches have arisen from numerous researches that have been 

undertaken due high cost of data centres’ energy consumption and its environmental effects such as 

CO2 emissions. VM migration is one of the critical VM management activities whose performance has 

a direct effect on the energy efficiency of cloud data centers (DCs). To conduct a more effective 

migration process and reduce the number of VM migrations, some of the VM management frameworks 

apply prediction algorithms to forecast various migration and VM-related factors. This paper presents 

an extensive survey and taxonomy of the predictive VM migration approaches adapted for the cloud 

DCs. For this purpose, it first provides the key issues regarding the VM migration and then classifies 

them based on their applied prediction algorithm. It illustrates the main contributions of each scheme 

and describes how prediction methods are integrated into the VM migration process, to make it more 

effective. Moreover, a comparison of the predictive migration schemes is provided.  
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1.  Introduction 

Cloud computing is an important technology aimed to present unlimited virtual resources to remote 

customers, based on the pay for use model. Various types of cloud computing such as mobile clouds, 

hybrid clouds, and cloud federations are designed and provided to deal with users’ various functional 

and non-functional requirements [1-4]. Effective resource management in the cloud data centers (DCs) 

has a direct effect on their energy efficiency, scalability, performance, and reliability. Moreover, it can 

reduce the costs incurred to the cloud users and increase the cloud service providers’ (CSPs) profit. 

Figure 1 indicates the energy-consuming units in the cloud DCs [5]. As shown in this figure, servers or 

PMs consume much of the energy in a DC. Reducing power consumption by optimal resource 

management is very challenging in green cloud DCs. Consequently, a lot of attention has been paid for 

dealing with the energy efficiency of PMs. Virtualization is one of the baseline techniques used to 

improve resource management in the cloud DCs. It applies a software layer denoted as the hypervisor, 

VMM or virtual machine monitor to manage several virtual machines (VMs) on each server or physical 

machine (PM) [6]. In the virtualized cloud DCs, two common problems affecting the power 

consumption are the hot-spot and cold-spot problems. Generally, a hotspot problem happens when the 

VMs hosted on a PM, issue requests for its resources which exceed a specific threshold and the PM 

cannot provide them. On the other hand, in the cold-spot problem, the resource consumption of a PM 

drops below a specific threshold and the PM becomes under-loaded. Both of these problems can be 

handled by migrating one or more VMs from the source PM to the other PMs [7]. To handle the outlined 

problems, hypervisors support non-live and live VM migrations [8, 9] which the latter can be further 

classified into pre-copy, post-copy and hybrid migration methods. In the non- 
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Fig. 1 Energy consumption units in a DC 

 

live VM migrations, the application will be stopped throughout the VM migration process, but service 

downtime and VM migration are predictable. However, in live VM migration, the migrating VM 

continues to provide its service without disconnecting its client during the migration time and prevents 

SLAV [10], but regarding the type of application hosted on the VM, this migration method incurs higher 

overheads than the non-live migration method. Although VM migration can be used to deal with the 

hot-spot and clod-spot problems, inefficient migration of VMs can increase the processing overheads, 

energy consumption, and delay in the virtualized DCs [11, 12]. Thus, it must be handled very cautiously 

and at least as possible. 

 

2. Research background 

As shown in Fig. 2, ideally the following objectives can be achieved by conducting predictive VM 

migrations in the cloud DCs [20]: 

 

 
 

Fig. 2. Objectives of the VM migration schemes 

 

• Reducing the number of PMs: Consolidation of VMs can be used to solve the cold-spot problem, 

which puts some PMs into a sleep state and reducing the total number of PMs. By mitigating the number 

of PMs and making VM migrations more efficient, the energy consumption of CSP’s decreases. 

Consequently, the profit of CSP’s increases. Also, by better resource management, more users’ requests 

can be handled and more profit can be achieved. 

• Reducing the number of VM migrations: By accurate prediction of forecasting the future workload the 

unnecessary and premature VM migrations can be prevented. 

• Improving CSP’s profit: 
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• Decreasing the DC’s network traffic: By efficient VM migrations, the retransmitted pages of 

the migrating VMs can be reduced which results in less incurred traffic to the DCs network and 

then can improve the performance of applications and prevents SLAV. 

 Preventing SLAV: by reducing the downtime of migrating VMs the SLAV penalties can be 

prevented. 

• Improving QoS: Efficient migration scheme incurs low downtime to the cloud system and 

improves QoS. 
• Reducing energy consumption in DC network: By accurate forecasting of the application’s 

workload on a VM, the future pages which will be accessed can be found. As a result, the 

number of pages transmitted can be reduced as well as the energy consumption of the DC 
network. 

 

4 Predictive VM migration schemes 

Various predictive VM migration schemes such as [30-38] are provided in the literature which tries to 

reduce the VM migration’s side effects by forecasting near feature load in various resources. This 

subsection presents a comprehensive overview of the predictive VM migration approaches designed 

and proposed for Cloud DCs. It tries to illuminate the main contributions of each scheme and describes 

how prediction algorithms are used in combination with the VM migration methods. Figure 3 depicts 

the taxonomy of the predictive VM migration schemes, based on their applied prediction algorithms 

 

 
 

Fig. 3 Classification of the predictive VM migration schemes 

 

4.1 EWMA-based schemes 

The VM migration solution presented in [39], provides two techniques to balance the system workload 

in multiple live migrations which complement each other, and each of them produces better results 

under some kinds of load. 

 

4.2 ARMA-based schemes 

The approach provided in [40], proposes an energy-aware VM management scheme using ARMA-

based prediction model to forecast the resource needed by the VMs as well as detecting the status of 

PM for initiating migrations. This scheme proposes a migration cost matrix and provides a set of 

migrations with the best performance. 
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4.3 ARIMA-based schemes 

ARIMA is a popular statistical model for forecasting and time series analysis. It originates from the 

autoregressive model, the moving average model, and the ARMA model [41, 42]. This subsection 

provides a review on the ARIMA based VM migration schemes designed for cloud DCs. 

 

4.4 Exponential smoothing-based schemes 

In [49], Choudhary et al. are aimed to decrease the power usage and VM migration in the DCs, but at 

the cost of increased SLAV. For this purpose, it does not immediately migrate the VMs from the hotspot 

and cold spot PMs and check whether the migration is required or not. This approach detects a proper 

destination PM on which the VM will be migrated. They have conducted their simulations using 

CloudSim software and indicated that the migration decisions depend on the performance of the applied 

prediction models. However, only the CPU utilization is predicted in this approach and other resources 

are neglected. The approach provided in [50], presents a workload forecasting solution for deciding the 

proper destination PM to host the VM with the aim of reducing the VM migrations during the VM 

consolidation. 

 

4.5 Regression-based schemes 

Various regression-based migration schemes such as [54- 59] are provided in the literature. The Authors 

et al attempts to provide a review of the regression based VM migration schemes proposed in the 

literature. The authors have used VM clustering to introduce three improved migration approaches 

regarding the migration traffic factor. These approaches apply VM clustering for minimizing migration 

costs and the number of VM migrations. They also mitigated the required power for migration, at the 

cost of a small increase in the SLAV. The approach provides a presented a pre-copy live migration 

algorithm that operates in multiple stages to reduce downtime, number of transferred pages and total 

migration time. In the first stage, it transfers all memory pages and then, it keeps the history of each 

page and makes a transmission decision. They applied the auto-regression algorithm to forecast the 

pages’ behaviour in the next interval to decide about page transmission. The authors have verified the 

performance of their scheme using simulations conducted via the Cloudsim software. Figure 4 depicts 

the architecture of this scheme. 

 

 
Fig. 4 Iterations in the pre-copy method 

 

4.6 Markov-based schemes 

Markov chains (MCs) are directed graphs used in modelling the applications [70]. Several Markov-

based VM migration schemes such as [71], are provided in the literature. For instance, in [72], Melhem 

et al. provided a Markov-based forecasting approach to predict the PMs’ workload and avoid premature 

VM migrations with forecasting the near future CPU utilization of the PMs. In this scheme, the CPU 

utilization of PM is compared with the upper and lower thresholds to determine the PM’s state and then 

its future state of PM will be forecasted using the Markov-based forecasting model. Their algorithm 
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determines the VMs migration time to achieve load balancing and server consolidation. The evaluations 

are conducted on the Planet Lab dataset and random loads which indicate a reduction in the SLAV and 

the number of VM migrations. Figure 5 indicates the architecture of this predictive VM migration 

approach. 

 

 
Figure 5 Architecture of this predictive VM migration approach 

 

4.7  Hidden Markov model-based schemes 

In [80], Xia et al. provided a status prediction-driven architecture, which considers VM migration cost 

and optimum VM migration time. They focused on a resource scheduling approach, by introducing a 

status forecasting model for PMs. For this purpose, they applied an HMM model for status prediction 

and forecasted the PMs. The authors indicated that their algorithm can reduce SLAV and power usage. 

 

4.8  Queueing model-based schemes 

This subsection tries to discuss the Queuing model-based VM migration schemes. In these schemes, 

the queueing theory is used for the mathematical study of the queues, created in the VM migration 

process. The approach presented in [81], provides a post-copy migration-based enhanced serial 

migration method and design queuing models for analyzing and reducing the migration time and the 

downtime of serial multiple migrations of VMs. To analyze the blocking rate, they modelled the arrival 

request by utilizing the M/M/C/C and the arrival request by the M/M/C queuing models. Table 1 

compares the environments and workloads applied in the simulation of the Markov-based, HMM-based, 

and queuing- based predictive migration schemes.  

 

 

Simulators/Environments Workloads dataset/Software 

Schem

e 

Cloudsi

m 

XE

N 

KV

M 

MATLA

B 

PlanetLa

b 

Rando

m 

TPC

-C 

Kernel 

Compilati

on 

Unixbenc

h 

[72] --    -- --    

[73]  --     -- -- -- 

[74]  --        

[75] --         

[76]   --       

[77] --         

[78]    --      

[81]  --        

 

Table 1 Properties of the Markov-based, HMM-based, and Queuing Model-based predictive VM 

migration schemes 
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4.9 Bayesian-based schemes 

This subsection is going to provide a review of the Bayesian VM migration schemes. In [82], the authors 

focused on the cost-aware VM placement in distributed DCs using a multi-criteria decision- making 

method. They presented an algorithm for solving this problem using Bayesian networks and introduced 

two solutions for VMs consolidation and assignment. This scheme builds the Bayesian network 

regarding the probabilistic dependencies and the extracts expert knowledge among parameters for 

making decisions regarding cost-aware VM placement across the distributed DCs, which may face with 

energy outages. However, in comparison to other migrating schemes, it slightly increases the SLVs. 

The approach provided in [84], Jian et al. applied an online coloring bin packing for modelling the VM 

consolidation in the cloud DCs and puts forward an application-aware approximation method for 

finding a near-optimum solution. They used a Bayesian model for identifying load patterns and 

adjusting resource provisioning. They indicated that their approach can reduce power consumption and 

operation costs. 

 

4.10 Decision tree-based schemes 

The migration scheme presented in [85], proposes a predictive and power-aware assignment of VMs. 

Migrations are conducted through the prediction of the future computational required for each VM, to 

a proper assignment of them on the PMs. It applies the decision tree to forecast the next computational 

needs of each VM, to allocate them on the PMs efficiently and by conducting some experiments, it is 

shown that this scheme is able to reduce power usage. But, this scheme is not compared with the other 

VM migration solutions to indicate its effectiveness. 

 

Table 2 indicates the simulator software, environments, and workloads applied in the simulation of the 

decision tree and Bayesian-based predictive migration schemes. Also, Table 3 presents a comparison 

of the simulation factors and prediction metrics in these schemes. 

 

Simulators/environments Workload datasets/generator 

Scheme Cloudsim XEN JAVA Netem Clou 

Net 

WebServer FTP 

Server 

[82]   --     

[83]    --  -- -- 

[84]     --   

[85] --       

[86]  --      

 

Table 2 Properties of the Bayesian and decision tree based predictive VM migration schemes 

 
 

 

 
 

Simulation factors 

Schemes Energy 

consumption 

Downtime SLAV Total 

migration 

time 

No of 

migration 

No of 

active 

servers 

[82] --  --    

[83]  --  --   

[84] --    --  
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[85] --      

[86]      -- 

 

Simulation factors Prediction metrics 

Success 

rate 

Failure 

rate 

VM 

failure 

Load VM 

resource 

CPU 

Utilisation 

Memory Disk Bandwidth 

    -- --    

     -- -- -- -- 

   --      

-- -- --       

    --     

 

Table 3 Comparison of the decision tree and Bayesian-based predictive VM migration schemes 

4.11 Gray forecasting-based schemes 

In [87], Hong and Boyan provided a prediction model according to gray and credibility ant colony 

scheduling solution for the VM migration scheduling strategy. This model is able to predict the future 
usage of CPU in the VM and decides about the VM migrations by using a dual threshold method to 

prevent frequent migration caused by temporary oscillation of CPU usage. However, to achieve a better 

image of the DC status in the near future, other resources should be taken into account. 
 

4.12  KNN-based schemes 

This subsection focuses on the various KNN-based VM migration schemes. For example, in [89], 
Farahnakian et al. presented an adaptive VM consolidation approach to reduce the number of active 

PMs and minimize the power consumption of DC. They conducted consolidation using the K-NN 

regression to estimate resource utilization in the PMs. To enhance the performance of this consolidation 

scheme, they have considered a prediction method for resource utilization using KNN-UP or the k-
nearest neighbour regression. Because, the power consumption of the CPU is high in general, they 

applied the KNN-UP to forecast CPU utilization in PMs and find the over-utilized PMs and under-

utilized ones in the near future. The authors have conducted experiments and showed that their scheme 
can mitigate power usage and SLAV. 

 

Table 4 presents a comparison of the software, environments, and workloads applied in the simulation 
of the Gray Forecasting and KNN-based predictive migration schemes. Also, Table 5 indicates the 

simulation factors and prediction metrics used in these schemes. 

 

Simulators/Environments Workload Datasets/Generators 

Scheme Cloudsim CoMon project Planetlab Random 

[87] --    

[88] --    

[89] --   -- 

[90] -- -- -- -- 

Table 4 Properties of the gray forecasting and KNN-based predictive VM migration schemes 
 

Simulation Factors Prediction Metrics 

Sche

me 

Energy 

consumpti

on 

RMS

E 

MAP

E 

No of 

migratio

ns 

MA

E 

Load 

Balan

ce 

Degre

e 

Avera

ge 

SLAV 

Ho

st 

Loa

d 

Availabili

ty 

[87] --      -- --   
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[88]  -- --     --   

[89]    --     --  

[90]  --   --     -- 

Table 5 Comparison of the gray forecasting and KNN-based predictive VM migration schemes 

4.13  Artificial Neural Network-based schemes 

This subsection is going to provide a review of the ANN based VM migration schemes. In [91], the 

authors tried to evaluate linear and nonlinear predicting techniques with recurrent neural networks 
(RNN) to forecast network bandwidth utilization and CPU utilization for live migration. They minimize 

bandwidth usage and enhance the overall efficiency of DC. They evaluated their scheme by simulations 

on the workload of 600 PMs from Google clustering data and indicated that RNN is able to provide 
accurate forecasting of bandwidth usage and CPU utilization. By having this information, this scheme 

can reduce traffic, SLAV, and enhance DC efficiency. Table 6 determines the workloads and simulation 

software applied for simulation of the ANN-based predictive migration schemes. Moreover, Table 6 
compares the simulation factors and prediction metrics in the ANN based VM migration approaches.  

 

Simulators / Environments Workload 

dataset/software 

Scheme MAE MSE RMSE MAPE CPU 

Time 

Taken 

SLAV No of VM 

Migrations 

Load CPU 

Utilisation 

[91]      -- --  -- 

[92] -- -- -- --     -- 

[93] -- --       -- 

[94] -- --       -- 

[95] --    --   --  

 
Table 6: Comparison of the ANN-based predictive VM migration schemes 

 

4.14  Ensemble-based schemes 

Ensembles are sets of learning machines that integrate their decisions, or their learning approaches, or 

various views of data to achieve more accurate predictions in unsupervised and supervised learning 

issues [96]. This subsection tries to discuss the ensemble-based VM migration schemes. 

 

Table 7 indicates the simulation software and workloads applied for the simulation of the ensemble-

based predictive migration schemes. Moreover, Table 8 compares the simulation and prediction metrics 

in the outlined approaches. 

 

Simulation Factors 

Sche

me 

CPU 

Utilisat

ion 

Memor

y 

utilisat

ion 

Disk 

Utilisat

ion 

Migrati

on 

Probabi

lity 

Total 

Migrat

ion 

Latenc

y 

Energy 

Consump

tion 

No of 

VM 

Migrati

ons 

Messa

ge 

Overh

ead 

Total 

Migrat

ion 

Latenc

y 

[97]      -- -- --  

[98]         -- 

 

Prediction Metrics 

VM 

Resource 

Migration 

Latency 

--  

 -- 
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Table 7 : Comparison of the ensemble-based predictive VM migration schemes 

 

Simulators/Environments Workload Datasets / Generators 

Scheme CloudSim KVM Random Google Trace 

[97] --  -- -- 

[98]  --  -- 

Table 8 : Properties of the ensemble-based predictive VM migration Schemes 

 

6  Conclusion 

Virtualization is one of the fundamental techniques utilized in the cloud DCs which enables effective 

resource management. However, it suffers from the hot-spot and cold spot problems which can diminish 

its merits. To mitigate these problems, the hosted VMs should be migrated from the over-loaded or 

under-loaded PMs to the more appropriate PMs. Consequently, the efficiency of the VM migration 

process is of high importance in cloud DCs. Predictive VM migrations try to conduct more effective 

migrations based on the current resources status and the predicted status of the cloud resources. Various 

predictive VM migration schemes are proposed in the literature which try to enhance migration process 

in the cloud DCs and by forecasting the future workloads of VMs they can reduce the number of VM 

migrations, reduce the migration time by improving various types of migration methods, or by 

preventing transferring pages that will be dirty in the near future. 

 

This paper presents a comprehensive survey of the predictive migration approaches and classifies them 

based on the prediction methods applied to forecast future resource demands or workloads. It summaries 

the major contributions of each studied VM migration scheme and specifies which advantages are 

achieved by using forecasting methods in the VM migration schemes as well as their possible 

limitations. Furthermore, it discusses their applied workloads, evaluated factors, simulator software, 

and hypervisors environments as well as factors predicted in the studied schemes. 

 

For future researches in the predictive VM migration schemes, the following issues can be considered: 

• Creating more accurate predictive migration solutions should be considered in the future to achieve 

better results. 

• Better algorithms for training the applied classifier in the predictive VM migration schemes can be 

investigated in the next studies. 

• A few numbers of the studied schemes have focused on security issues. However, considering the 

growing number of security attacks, providing secure predictive VM migration solutions is of high 

importance. 

• Regarding the growing virtualization-based technologies such as edge computing, fog computing, 

cloudlets, and vehicular clouds, fast and low overhead prediction solutions are needed to run with less 

need for historical data. 

• Most of the VM migration schemes have only considered resources such as CPU and memory in their 

predictions, while other factors such as disk I/O and network access are neglected. 

• Considering the possibility of failures of communication links and PMs, fault-tolerant VM migration 

should be explored in the following researches. 

• Because, conducted simulations cannot truly reveal the possible shortcomings of the proposed 

migration schemes, conducting experiments in the real environments such as OpenStack and 

hypervisors such as Xen and KVM can be addressed in the next studies. 

• Since the performance of VM migration approaches mainly depends on the application’s type and 

their workloads, using different types of workloads for evaluation of the predictive VM migration 

schemes is needed to fully illuminate their true capabilities and limitations. 
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Fig. 6 : Applied simulators, environments, and hypervisors 

 
 

 

 

 
 

Fig. 7 : Parameters applied to evaluate the predictive VM migration schemes 
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