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Abstract: This paper compares different algorithms to identify the different emotions from facial expressions.  This 

presents about recognition of 6 basic expressions like Sad, Happy, Disgust, Fear, Surprise, Anger, and Neutral. 

This paper does a review about various algorithms that effectively recognizes facial expressions with emotions. A 

survey of database and algorithms were explained along with a partly implementation using Principal Component 

Analysis (PCA). By this survey it is observed that say Support Vector Machine (SVM) and PCA are efficient than 

other algorithms. An implementation on Principal component analysis is carried out in this paper to identify the 

emotions using MATLAB. 

Key words – (Principal component analysis) PCA, Machine learning, Emotion recognition, (Support Vector 

Machine) SVM, Expressions. 

 

I. INTRODUCTION 

Facial expressions is an important feature in communication. With the help of facial features, emotions emoted by 

them can be considered for identification of emotions. For many automated systems, facial recognition and emotion 

recognition should be automated to make it more efficient. Recognition of facial expressions is an interesting problem 

which finds its interest in several areas such as eLearning and affective computing.  

This is processed in the 2D convolution of shaping the face into 2 dimensions that has two parts (upper part and the 

lower part). The upper part of the face identifies the eyes and the nose and the lower part shows to identify the 

mouth part. When compared to the upper part the lower part consumes more to identify the emotion. Some of the 

data sets are introduced for the comparison of the images. Human emotions are identified from facial expressions 

by the process of facial emotion recognition. 

Similar to the act of human brain recognizing the emotions and expressions automatically, a software is also 

developed to serve the same purpose. This technology is much needed in the current scenario. As time passes this 

technology will be more accurate in reading the emotions like human brains. Artificial Intelligence detects human 

emotions by applying the knowledge of new information presented to thealgorithm. This paper considers the 

possible algorithms to detect emotion from facial expression and analysis the best among the available methods. 

Along with this, an implementation on one such algorithm is also carried out. 
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II. RELATED REVIEWS 

Shenglan Liu, et al. [1]- This paper proposes (MSE) multi-view spectral embedding algorithm. To detect the Eigen 

face two methods of (MvLE) multi-view lapalacian eigen maps and (MHON) multi-hidden layer out of sample 

network was implemented. The implementation is carried out using the RGB-D video emotion and Face emotion 

dataset. The experiment result indicates the effectiveness of the two datasets by the introduced methods. 

HiviIsmatDino , et al. [2] -This paper works based on picture processing. To identify the images, Viola-Jones 

algorithm is used here. Classifiers such as SVM, K-NN, and MLP are proposed for comparing the image from the 

extended Cohn-Kanade (CK+) dataset. The accuracy obtained by implementing the methodology was about 

93.53%. 

Deepak Kumar Jain, et al. [3] - Single Deep convolution neutral networks (DNNs) is the classification methodology 

used in this paper. This experiment is carried out by comparing the available data sets. By using the softmax 

classification the facial emotion is recognized. As the result gave better performance. 

Nicole N. Capriola-Hall, et al. [4] - This paper proposes machine learning algorithm that compares youth with 

autism spectrum disorder (ASD) and youth of typically developing (TD) using VT-KFER dataset. The trail images 

are recognized by the machine based classification which results to the youth with ASD demonstrated poor FER 

accuracy of 75% and youth with TD group have 87.5% accuracy. 

Jingying Chen, et al. [5] -This paper has two stages of frame works based on Difference Convolution Neural 

Network (DCNN). By using binary CNN fully expressed frames are separated. Then end -to-end is implemented 

to identify the emotion of the fully expressed frames. For the comparison CK+ and BU-4DEF are used. Result of 

the projected method achieves 96.28% ofaccuracy. 

Bharat Richhariya, et al. [6] The paper proposes a Network process with an Iterative Universum Twin Support 

Vector Machine. This method performs the multiclass classification and binary class classification. This 

method shows the result of presentation with less teaching charge in both binary as well as multiclass classifications. 

Anurag Deahis, et al. [7] This paper finds the emotions in human face based on thevariability such as color, position, 

expression, direction, etc,. Faces are detected from the images using the Hue-Saturation-Value color model. As the 

result the recognition rate is of 78% on thismodel. 

MdFazlay Rabbi, et al. [8] In this paper SMARTLET dynamic design is being implemented. To detect face in 

android APIs and Haarclassifiers are being employed. As the result proposed architecture provides 97%accuracy in 

face recognition. 

J.A. Domínguez-Jiménez, et al. [9] This paper has developed a method to identify emotions using various wearable 

sensors. Two bio signals and a SVM classification is to identify the emotions. This paper targets only 3 emotions 

(pleasure, sadness, and neutral). The galvanic skin response features are used. As the result of emotion recognition 

is obtained with the accuracy up to 97%. 

 

 

III. REVIEW METHODS AND PROCESS 

SUPPORT VECTOR MACHINE (SVM) 

The aim is classifying the data points by finding a hyper plane in N-Dimensional space. Many possible hyper planes 
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are chosen for separating the two different classes of data points. A plane which has the margin between the data 

points of the two different classes is found. The benefit of maximizing the margin provides reinforcement for the 

better classification of data in future. 

 

DEEP CONVOLUTION NEUTRAL NETWORKS (DNNS) 

These algorithms are used in performing powerful image processing. Generative and descriptive tasks are performed 

in deep learning for image and video recognition along with natural language processing. Traditional neural neural 

networks requires image of less resolution, so they are not ideal for image processing. Neurons are arranged in such 

a way that the problems in traditional neural network are avoided. 

 

DIFFERENCE CONVOLUTION NEURAL NETWORK 

The difference convolution neural network has a three layers such as hidden layer, input layer and output layer. A 

convolutional neural network (CNN) is similar to simulated neural network. This uses perceptron’s that are machine 

learning unit algorithm. This is used for supervised learning, to analyze data. Convolutional Neural Network is 

specially designed for reading pixel values from Images. 

 

HSV (Hue-Saturation-Value) 

HSV is illustration of color, hue determines the color you wish, saturation determines however intense the color is 

and value determines the lightness of the image. This is mainly used in color images 

 

VIOLA-JONES 

The Viola-Jones algorithm is used in the process of object detection. The training is done very slowly whereas the 

identification or detection is done very quickly. Haar basis feature filters are employed in this method. The 

efficiency of this algorithm is significantly improved by generating the integral image. 

 

 

SURVEY ON PAPERS 

Table 1 

PAPE

R 

USED ALGORITHMS USED 

DATASETS 

RESULT 

[1] (MSE) Multi-View Spectral 

Embedding Algorithm 

RGB-D Face 

Emotion Dataset 

87% 

[2] SUPPORTVECTORMACHINE (SVM) Cohn-Kanade 

(CK+) Dataset 

98.53% 
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[3] Deep Convolution Neutral Networks 

(Dnns). 

Japanese 

Female Facial 

Expression 

(Jaffe) 

89% 

[4] Machine Learning Algorithm 

(ANY) 

VT-KFER 

Dataset 

75% 

[5] Difference Convolution Neural 

Network (Dcnn) 

CK+ And BU-

4DEF 

96.28% 

[6] Iterative Universum Twin Support 

Vector Machine (IUTWSVM) 

Benchmark 

Real World 

DATASET 

93% 

[7] Hsv 

(Hue-Saturation-Value) 

Eigen Faces 

DATASET 

78% 

 

 

IV. IMPLEMENTATION & RESULT 

Principal Component Analysis is implemented for the recognition of emotions from images. The algorithm 

considers the principal features in the image and considers it as important components. 

The principal part in face is the lower part of the face. Using the image segmentation technique, the lower part is 

separated and processed to obtain the emotion. The Figure 1 shows the loading of all the images, which in other 

words can be said as training the algorithm. 

Figure 2 shows the testing part of the algorithm. Initially the images that are provided in the desired folder is being 

trained to the algorithm. Then a part of trained images are again considered to test it. During this part the test images 

are compared with the already trained images. 
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Figure 1 

 

Figure 2 
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Figure 3 

 

V. CONCLUSION 

Facial expression recognition is the powerful part in human life in communication. As this works on machine 

learning comparison on different algorithms and their methods are done in this paper. Many algorithms like SVM, 

HSV, DCNN, and MSE are considered. This paper compares different algorithms with sufficient data sets that 

show all possible ways to recognize the expression of human face in efficient way. The algorithm that provides 

utmost efficiency of 89% is Support Vector Machine. As per the study, the implementation is carried out to 

categorize the emotions using PCA.   
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