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Abstract 

Capsule networks can also be used to investigate the working under the input of text data rather than 

images. Such limitations where taken into account while identifying clickbaits in the usage of texts from social 

media. Several systems in existing work focus on usage of Long Term Short Memory (LSTM) approach to identify 

clickbaits. Due to certain disadvantages, the issue was considered as research focus area. The proposed system 

utilizes three-layered architecture where the first layer takes the input as text. After vectorization, the input is 

categorized and the final layer produces the output. The layered architecture also takes lesser response time thereby 

making the system efficient which is showcased in the experimental results obtained after implementation.  
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I. Introduction 

Social attention are gained by using social networks that stand as an important component in our day-to-

day life. Exchange of information also can be increased by the factor of improvising the social networks both in 

qualitative and quantitative manner. Though several advantages are there, certain problems do exist making the 

research area to be focused. One of the major issue to be focused is clickbaits. When an user clicks any webpage 

contents, he/she is able to make money which enables users to design their web pages to attract customers. Idea 

suggested may be to have headlines in catch manner or the link of the information that makes the customers to click 

them. Hence identifying clickbait is considered as a categorization problem. 

Several existing systems in text categorization makes use of deep learning and machine learning algorithms 

along with recurrent neural networks named as RNN or Long short term memory named as LSTM. Also certain 

features are additionally appended in the models based on that the performance is improvised. Patterns as well as 

sequences are taken into account for LSTM based approach. Confidence parameter is calculated by using the error 

produced when text input is used. LSTM based approaches suffer from certain limitations including the network 

issues also and also spatial properties of text not considered here. 
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In order to consider the text spatial properties, our proposed system helps in overcoming the issues related 

to it. The contributions of the paper include, 

 Analyzing the application of the proposed system in the environment where the amount 

of text is less. 

  To identify clickbaits, an automatic method is proposed that prevents the usage of 

manual entries. 

 Compared to deep learning and machine learning algorithms, our proposed system 

provides better results. 

The organization of the paper is as follows: Section 2 discusses about literature related works, Section 3 

presents the proposed system. Section 4 discusses the results and Section 5 concludes the paper. 

 

II. Literature Review 

Existing works on Clickbaits concentrated more on handcrafted characteristics in order to clearly know the 

patterns as well as sequences [1]. Several systems have been focusing on clickbaits as their research focus area [2]. 

The system uses BOW (Bag Of Words) approach where features of sentences as well as text is utilized. Both these 

data including text as well as features which are given more importance and later for categorization purpose SVM 

[3] named as Support Vector Machine is used.  

Another system considered various tweets from clients in Twitter [4-6] to create a model with features done 

in handcrafted way. The factors included for categorization includes title, web page link as well as small information 

required for categorization [7][8]. The proposed system utilizes features extracted and categorizes these features into 

three including content, text or quote. Features based on similarity also created in the system [9-11].  

Later these manual entry methods were not utilized and new models using deep learning methods were 

used [12]. Few systems based on LSTM methods were used to derive patterns in a sequential methods [13]. The 

system using CNN(Convolution Neural Networks) were also involved in identifying the clickbaits [14]. 

The existing systems have several limitations. When the data is entered manually, training data needs to be 

huge as clickbaits needs to be monitored periodically [15]. In case of social media, the link with clickbaits goes viral 

within a small timeframe when the features were recovered from the input text [16]. Systems based on CNN and 

LSTM also suffered from certain disadvantages. Data loss may occur in CNN based methods as pooling happens in 

that and on the other hand systems based on LSTM fail to focus on spatial properties of input text and focus only on 

sequential pattern [17].  
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III. Proposed System 

The proposed system to detect clickbaits uses an architecture which is multi-layered. The layers include 

first block where input is sent, LSTM block and at last another block provides the output. The first block takes the 

text data as input and so data needs to be vectorized. For this the proposed system makes use of Bag Of Words 

approach like other systems. The next layer utilizes LSTM technique for the text data sent as input from the previous 

layer. The last layer mainly helps in ordering of texts from the input data and also helps in the process of routing. 

Two types of routing stated as static as well dynamic exists, but our approach focus on dynamic routing which 

mainly aims at reducing the disadvantages of LSTM approach (Fig.1). As a result of these process, the final output 

is produced from the text data given as input.  

 

Fig.1. Three layered architecture of proposed system 

 

IV. Results and Discussion 

The proposed system when implemented works as inputs are sent as sequence. The usage of LSTM for the 

proposed system makes it different from the existing system as the time required for classification is also reduced. 

The various parameters considered for both existing system and proposed system is shown in Table.1 

Table.1. Parameters in Existing System Vs Proposed System 

Parameters Existing System Proposed System 

Response Time Medium Low 

Identification Time High Low 
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Vectorization TIme High Low 

 

As the time gets decreased the overall response time of the proposed system also decreases. In order to 

identify clickbaits, LSTM based approach is effective which is shown in Fig.2. 

 

Fig.2 Comparison graph with existing system 

 

V. Conclusion 

The usage of capsule network along with its importance is discussed in the proposed system. The main 

advantage of the system is to identify the clickbaits using Long Term Short Memory in the second layer. The system 

acts as a multi-layered architecture with three layers where the input text is processed, classified using LSTM and 

finally the output data is received after vectorization by Support Vector Machine (SVM). The experimental results 

shows the efficacy of the system with the system being compared with the existing works in the literature. 
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