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ABSTRACT - In the present world the internet users enlarged rapidly, consumers are more involved in 

searching and selecting best product. E-commerce organizations are also spent a lot of time, efforts and cost to 

investigate the comments and feedback about their products. This scrutiny would assists the corporations to 

enhance their services and products at low cost, which in turn would facilitate them to extend and flourish in the 

industry.   To extract knowledge from vast unstructured data which is in the form of customer reviews finds it very 

difficult to analyze and evaluate.  This research paper analyze the role of neural network in opining mining 

classification and proposed Gain Ratio feed forward neural network (GR_FFNN) algorithm to improve 

classification accuracy.  This paper also compares the GR_FFNN algorithm with the existing neural network 

classifier.  
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I. INTRODUCTION 

An enormous amount of information's is obtainable from the Internet in the form of online product reviews, 

feedback, micro blogs and comments on the website and in social media like Facebook, Orkut, and Twitter. 

Consumers give more attention to Google, Amazon, Yelp and Facebook online reviews.  Both consumers and 

providers are forced to analyze and investigate the reviews to decide the right product and potential customers.  The 

reviews are valuable only if it is honest, communicating the true feelings and sentiment towards the product, the 

service, the politician, the global event or any object.  The opinion mining and sentiment analysis has become 

significant and vital area of web content mining and text mining and many researchers paying attention over the 

past decade. Recent studies suggest that artificial neural network based algorithms provide better performance in 

opinion classification.  This research paper is organized in five sections. The categories of Sources containing rich 

opinions are explained section 2.  Section 3 describes the motivation and literature survey. Section 4 explains the 

role of artificial neural network and proposed gain ratio feed forward neural network classification algorithm. 

Results and discussions are examined in Section 5.  Section 6 concludes this article. 

 

 

II. SOURCES CONTAINING RICH OPINIONS 

A. Online Reviews 
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In this decade, e-commerce has exponential growth and offers an excellent platform for the customers and 

vendors for the product or services.  Online reviews, surveys, and other related substances are the potential driving 

force for the customers to choose the product. These reviews create a strong effect on consumers’ choice by through 

assisting them to choose for the product smartly. An online review also helps business by allowing them to enhance 

their products and provide assistance to their business [1].  Organizations regularly analyze the reviews that are 

posted by their clients. Opinion Mining identifies and extracts the opinions in customer review document and 

categorizes the opinions of clients in terms of either positive, negative or neutral.  These outputs are assisted in 

different fields like merchandising, recommender systems, contextual advertising, etc.  

 

B. Social Media 

In the 21st century, social network media is one of the extensive exchanges of information using technology.  

Easy access to micro-blogging platform where there is no restriction in message formats provides comfortable 

feeling to the Internet user to express their views and experiences in micro-blog than blogs and emails.  Twitter is 

one of biggest social network and micro-blogging website and it contains short and quick messages called "Tweets".  

Each tweet has a maximum of 140 characters [2].  Every minute 350,000+ tweets are tweeted on Twitter and on 

average around 200 Billon tweets every year.  Twitter has 336 million monthly active clients and it contains a good 

source of information.  Facebook, Google+ are the other social networking websites where the people carryout user 

frequently talks and share about current affairs and their opinions.  In recent times, Twitter has become popular 

around the world.  Numbers of dynamic users are increasing every year and therefore it has been an important source 

to mine opinions. 

 

C. Blogs 

There are a large number of blogs posted on the internet every day.  They are an essential source of knowledge.  

The blog is also known as a weblog, it an online informational website or journal in which a person can share his/her 

knowledge and opinions in regular intervals.  Opinion mining of the viewpoints might be more important for 

business organizations where they investigate the opinion of the products. 

 

III. LITERATURE SURVEY 

Artificial Neural Networks (ANN) as a soft computing technology is uncommonly been studied in the academic 

journal of opinion classification.   But in recent years, extensively advanced in artificial neural network 

methodology, similar to high-speed training algorithm for deep neural networks has emerged. The Neural Network 

with suitable network structure is able to identify the relationship or correlation among input variables[3].   However 

very few studies are available in opinion classification using neural networks,  the literature does not provide more 

work in opinion classification by means of the probabilistic neural network[4]. 

Sentiment classification task consists of two stages: (i) identifying and extracting useful features (ii) classifying 

the reviews with the help of available supervised learning methods,  Support Vector Machines (SVM) and Naı¨ve 

Bayes (NB)[5]. SVM have been widely used to learn the opinion.  At the same time, Artificial Neural Networks 
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(ANN) have hardly ever been used to analyze opinion in comparative statement.   Morae.R. et al. have presented a 

back propagation neural network based document level opinion classification for movie review dataset[6]. 

Ghiassi.M. et.al. have introduced an approach for feature dimension reduction based on n-grams and have used 

statistical analysis to extend a Twitter-specific lexicon for opinion mining[7]. This Twitter-specific lexicon was 

added with the brand-specific terms.  Dynamic neural network has been used to classify the sentiment.  This research 

reveals that the compact lexicon set decreases the model complexity, covers the entire corpus and achieves enhanced 

opinion sentiment classification accuracy. The Twitter-specific lexicon was compared with the conventional 

sentiment lexicon. The experimental results show that diverse Twitter-specific lexicon is extensively more efficient 

in terms of classification accuracy and other performance metrics.   Opinion classification model was implemented 

with the help of Twitter-specific lexicon and machine learning approach namely DAN2  The results reveals that 

DAN2 provides more perfect opinion classification results than SVM with the Twitter-specific lexicon.  

Anuj et al., (2012) have recommended opinion classification model with the help of back-propagation artificial 

neural networks (BPANN) which is one of the most popular neural networks[8]. He has utilized three different 

famous opinion lexicons and concepts of Information Gain for identifying and extracting opinion.  These extracted 

are aspects further used to train the BPANN.   This technique combines the advantages of BPANN in order to get 

better classification accuracy along with inherent subjectivity understanding which is obtainable in the opinion 

lexicons. The experiments were conducted on the movie and hotel review corpora. The results revealed that the 

recommended method facilitates to reduce dimension of the feature set.  Moreover, it provides precise results for 

opinion classification.  

N. Mohd Naw et al., introduced modification in back propagation algorithm along with conjugate gradient 

optimization algorithm which results new algorithm, Fletcher-Reeves update with adaptive gain called 

CGFR/AG[9].  This technique contains three different stages.  1) Adopting gain variation term of the activation 

function which modifies on standard back propagation algorithm.  2) Evaluate the error based on gradient decent 

with the corresponding to the weights and gain values 3) Obtain latest new search direction by utilize the information 

evaluated through the stage (2) along with the farmer search direction.  This recommended method enhanced the 

efficiency in training back propagation algorithm by incorporating the updated initial search direction[10]. 

Huawang Shi, (2009) took initiative to provide optimized neural network through properly handling the genetic 

operators[11]. Back propagation algorithm suffered with drawback of slow convergence that would be solved by 

using momentum and problem of premature convergence also eliminated.  

Norhamreeza et al., (2011) recommended a technique to enhance back propagation from getting trapped with 

local minima problem which results delay in optimal solution convergence and neuron dispersion in the hidden 

layer[12].  Asha Gowda Karegowda et al., explained in detail about the feature selection and evaluation method 

namely, Correlation-based.[13] The problems were identified with Information gain.  It was biased towards 

attributes with many values.  Gain parameters did not work for new data.  Gain ratio is a relation between 

information gain to the essential information.  Compared to IG, Gain ratio overcomes the flaws of information gain 

Gongde Guo [14]. 

 

IV. Artificial Neural Network 
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In Late 1950, Cornell, Frant Rosenblatt constructed various naturally motivated learning apparatus and 

simulated them on a digital computer[15].  He called these designs "perceptrons" to highlight their perceptive, 

rather than logical, abilities.  The plan of many of his devices was to be trained through the example to differentiate 

whether an input was a member of each class of inputs, either class ‘A’, or  class ‘B’.   It was attained through 

examples of members of each class along together with the right classification.  The class members, any finite 

number being allowed, were represented by (n-1) vectors where xi
j denotes the element -‘i’ of the vector ‘j;   Given 

a vector, the simplest perceptron would compute. 

 

∑ 𝑤𝑖𝑥𝑖
𝑗

− 𝑡

𝑛−1

𝑖=1

 

 

 (1) 

where wi is denoted as weights, updatable during learning and analogous in the role to synapses in the human 

brain, applied to the input elements xi
j, and t, also modifiable was called a threshold.  Let netj denotes the amount 

by which the weighted input exceeds the threshold t (where netj  can be negative), the output unit (artificial neuron) 

would output either 1, or -1 if netj exceeded 0.  The Threshold is linear unit mathematically by the input output 

relation for case j. 

 

oj=f(netj) =f(∑ 𝑤𝑖𝑥𝑖
𝑗

− 𝑡𝑛−1
𝑖=1 )  (2) 

 

Then Rosenblatt and others found the perceptron convergence theorem that emphasizes that if there exist any 

weight that provides the desired output for all training set, one such set will be discovered in a finite number of 

steps.  The initial value of the weight may be assigned to zero and in each iteration, in the training dataset, the 

weight is modified by the rule. 

 

wi(new)=wi(old)+
𝜂

2
(dj-oj)xi

j  (3) 

The disadvantage of the single perceptron is that it classifies the dataset into two classes and the dataset must 

be linearly separable.  These disadvantages had been overcome through multilayer perceptron that would classify 

multiple classes and would work even for nonlinear the dataset. 

A standard neural network (NN) consists of many simple and connected processors which are called neurons. 

Each neuron generates a sequence of real-valued activation. Input neurons get activated through sensors perceiving 

the surroundings; other neurons get activated through weighted connections from previously active neurons.   The 

basic unit of artificial neural networks, namely, the artificial neurons which are assembled and interconnected in 

layers are simulates the basic functions of natural neurons. Compare to biological neural artificial neurons are 

much simpler.  ANNs are consists of multiple nodes, which imitate biological neurons of the human brain. The 

following are the assumption made in the artificial neuron.   

Information is processed in the artificial neurons –Signals are exchange the information between neurons 

through conventional links 
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 Each neuron is interconnected between the neurons by links with a weight; they interact with each other 

neuron by exchanging signals between neurons which is multiplied by the weights. The weights determine the 

strengths of the interconnections between two neurons. 

 Each neuron in the neural network concerns an activation function to its input signals so as to standardize 

its output signal  [16]. 

 The result of activation function is passed on to other neurons in the next layer. The output at each node 

is entitled as node value.  

Each input xi is multiplied by the respective weight wi.   Then, these products are simply summed, fed through 

activation function.  The outcome of the activation function will be considered as inputs to the next layer or it will 

generate the result in the output.  

These ANN has been effectively applied to real-world classification problem in the various field of research 

namely image and pattern recognition, text classification,  speech recognition, fault detection, and medical 

diagnosis and language translation.  This section explains the concepts of existing artificial neural network based 

on classification algorithm.  

One of the major advantages of neural networks is their capacity to learn through training dataset[17].  Training 

dataset helps to train the neural network; it consists of furnishing the  neural network set of training pairs, each of 

which contains set of input features and the corresponding target values [18]. 

   

A. Elman Neural Network 

Jeffrey Elman proposed a neural network that was recurrent in nature and constructed to learn sequential and 

time-varying patterns.  To this extent, the algorithms would identify and predict trained set of values or events.  

An Elman network consists of three units namely, input units, hidden units and, output units along with the addition 

of context units.[19] 

The input units and context units trigger the hidden units and subsequently, hidden layer neurons feed forward 

to active the output layer neurons.  At the same time, hidden layer neurons also provide the feedback to the context 

units.  This represents the forward activation in the neural network.  Based on the task, the learning phase may or 

may not happen in this time cycle.  The hidden layer is linked to these context units through fixed weight At every 

time step, the input is fed-forward and a learning rule is applied [16].   

 

B. Feed Forward Neural Network 

There are two categories in the feedforward neural network 1) Fully connected feedforward neural network -   

Every single neuron in the each layer are connected with every other neuron in the previous and next layer of the 

neural network 2) Partially connected feedforward neural network - some neuron in input layer or hidden layer is 

not connected with the hidden layer or output layer 

In the first step network will be initialized through fixing variables in the range +1 to -1.   

1. xi denotes ‘i’th input node value. 

2. wj,i  denotes the link value or weight from the ‘i’th input node to the ‘j’th hidden layer node. 

3. the net input to the ‘j’th node in the hidden layer is calculated by the following formula. 

https://en.wikipedia.org/wiki/Jeff_Elman
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∑ 𝑤𝑗,𝑖𝑥𝑖

𝑛

𝑖=0

 
 (4) 

 

The output of ‘j’th node in the hidden layer is calculated by any one of the activation function.   

1. Sigmoid or Logistic 

f(x) = 
𝟏

𝟏+𝒆−𝒙                                                            (5) 

This is one of the popular activation functions.  The important reason is the output values within the range 0 to 

1.  

2.  Tanh — Hyperbolic tangent   

The range of the tanh function is from (-1 to 1). 

 f(x) =  
𝟏−𝒆−𝟐𝒙

𝟏+𝒆−𝟐𝒙                                                       (6) 

3. ReLu -Rectified linear units 

R(x) is zero when ‘x’ is less than zero and R(x) is equal to ‘x’  when ‘x’ is above or equal to zero. 

R(x) = max(0,x) i.e if x < 0 , R(x) = 0 and if x >= 0 , R(x) = x. 

 

the output of the ‘j’th node in the hidden layer  -  Activation  { ∑ 𝒘𝒋,𝒊𝒙𝒊
𝒏
𝒊=𝟎  } 

 

C. Gain Ratio - Forward Neural Network(GR_FFNN) 

Information Gain (IG) evaluates the total amount of information in bits concerning the class prediction, if the 

only information available is the presence of a feature and the corresponding class distribution [20].  In decision tree 

algorithm each consecutive recursion decides the best attribute to separate the data at the current node based on the 

values of the attribute. The best attribute is selected according to a function that seeks to reduce the impurity after 

partitioning.  In further words, it increases the level of purity.  Therefore, the main criteria in decision tree learning 

are the option of the impurity method. Information gain and Gain ratio are the most famous impurity methods 

utilized for decision tree learning. 

Information gain calculates how much information a particular feature gives about the class.  Features that 

absolutely partition should give more information.  But the distinct and unrelated features will not give more 

information.  In other words, it calculates the reduction in entropy.  Entropy is the asses of impurity, uncertainty or 

disorder in a bunch of examples.   The information gain measure depends on the entropy function from information 

theory[21]. 
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Information Gain(S,A) = expected reduction in entropy due to branching on 

 attribute A  

 = original entropy−entropy after branching 

 

Entropy – Entropy: (im)purity in an random gathering of data. The calculation of entropy E(S) for m values in 

each feature is 

E(s) = − ∑ pi log pi

m

i=1

 
 (7) 

 

Where ‘p’ is the proportion of positive and negative, ‘S’ is the sample dataset.  Entropy value for each class label 

is calculated[22].  Then, Entropy is calculated for every value in a feature with its corresponding class label.   

 

Information gain works very well for most cases, but for few variables which have a huge number of classes (or 

values.  Gain ratio conquers the disadvantage of information gain by taking into account the number of classes would 

outcome prior to make the split.  Gain Ratio removes the disadvantage of  information gain by taking the essential 

data of a split into consideration.   The information gain should be maximized with small number of partitions.  

Attributes need to be selected based on 

                             

                                    Information Gain(S,A)                             need to be Maximized 

Gain Ratio (A)  = -------------------------- 

                                         SplitInfo (S,A)                                     need to be Minimized 
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The split information value denotes the potential information created by dividing the training dataset ‘D’ into ‘v’ 

partitions, succeeding to ‘v’ outcomes on attribute ‘A’. 

 

V.  DISCUSSION 

In this study, 300 learning app reviews (positive, negative and neutral) were collected from the Android Market 

Website for scrutiny.  Mobile learning app review dataset which is the outcome of SWSF (Significant Word, SVD, 

and Filtering) pre-processed algorithm is fed in GR_FFNN for opinion classification [23].  The classification 

accuracy achieved from the experiment is 85.33%.  The experiments were conducted with the existing ANN 

classifiers Elman neural network, and Feed Forward neural network.   The classification accuracy and other 

classification metrics namely precision and recall have been evaluated and the values were compared.  The 

Proposed GR-FFNN method achieved the classification accuracy of 85.33%, whereas the     Elman neural  network 

gained 79.67%  and FFNN gained 82.33%.  The classification accuracies and other metrics precision and recall 

are tabulated in Table-5.1.   

The proposed algorithm GR_FFNN is validated against the existing ANN classifiers with the classification 

accuracy measures Precision and Recall. This result reveals that the proposed algorithm yields a better result than 

the existing ANN algorithm.  Fig 5.1 illustrates that the affirmed methodology provides more classification 

accuracy. The comparative analysis it is evident to note that the proposed GR-FFNN classifier supersedes the 

existing ANN classifiers.   

 

Table 5.1 : Comparing Classification metrics of GR_FFNN with existing Neural Network Classifiers 

 

Algorithm Elman NN FFNN GR-FFNN 

Classification 79.67 82.33 85.33 

Precision 78.855 81.721 84.909 

Recall 80.333 82.416 85.666 

 

 

                         

Fig 5.1 Comparing classification metrics of GR_FFNN  

with other Neural Network Classifiers 
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VI. CONCLUSION 

The main focus of this article is to analyze the role of the neural network in opinion mining classification.  The 

proposed neural network algorithm enhances classification metrics namely classification accuracy, precision and 

recall. The proposed algorithm GR_FFNN is compared with existing neural network classifier Elman NN and Feed 

Forward NN.  The comparative analysis it is evident to note that the proposed GR_FFNN classifier supersedes the 

existing ANN classifiers. 
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