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Abstract--- Now a day’s growth of social network is gaining more attention from the user in different 

age group, profession, culture and geographical area in the world. This increasing use of social network 

attracted industries and academician to study the evolvement of people over time. The social network 

like Facebook, Twitter, Instagram and Flicker have more complex ties between the people and requires 

more efficient algorithm to recommend friends to their users in the network. Friend recommendation is 

one of the applications of link prediction. Link prediction is about forming future links in the social 

network. In this paper, we discussed various link prediction measures in context to the structural 

information and other high-level measures. 
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I INTRODUCTION 

Social network (public network) is popularly used to represents the interaction between the people in the 

community. Any network is characterized as a graph consisting of peoples in the different geographic areas. Each 

person in the graph is represented by node and the association between more than two in represented as edge.  Social 

networks are temporary / virtual in nature. These networks will grow and shrink with respect to time and can be 

visualize as a graph. Analyzing the social network is a complex problem because of dynamic nature of social 

network which is based on different parameters. 

According to Liben-Nowell and Kleinberg [1], social network is represented as a graph G. This graph is a 

collection of vertices and connections among them, so  V denotes set of vertices/users, E denotes edges/ 

connections between two nodes. Where    and  are collection of 

vertices and edges respectively. The graph can be directed graph or undirected graph. We consider only undirected 

social network. The interaction between two neighbors in edge E is represented as  at particular time t 

[4,6].  We can calculate multiple interactions by considering particular time to form an edge. Let us take a time 

and , where t is less than . Assume a graph  represents a subgraph in time period and .Figure 1 shows 

the social network with some nodes connected to each other via edge. Each edge represents the relationship between 

the existing nodes. There can be direct relationship/ connection between two vertices or can be indirect relationship. 

Link prediction is way of identifying the future connection among the existing objects in social network. In other 

word it is described as problem of how many new linksare possiblebetween any random nodes? The future links can 
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be detected in two ways, (i) identifying unnoticed link in the present state of network (ii) to predict which link will 

occurs at period t+1 time with respect to given time period , referred as time series problem [5]. 

To analyze the social network, we should find the links that may appear in the near future. Link prediction is 

useful in many domains like, e-commerce, medical, information retrieval, social recommendation, bioinformatics, in 

security domain, where criminals can be identified based on their interaction and so on. 

 

 

 

 

 

 

Figure 1: Sample Social Network 

II LITERATURE SURVEY 

Liyan Dong [10] et al. proposed a new link prediction approach using global information, which in turn will 

consider topological information about the network. They designed a new algorithm based on the assumption that, 

there are more paths between two nodes;there is greater chance of forming new links. In the existing Katz algorithm 

path length is not considered for predicting the new links. Linyuan Lü et. al. [11] proposed, predicting the missing 

links in the incomplete network using common neighbors and Katz index. In this study path length is playing a major 

role in reducing CPU time and memory space. Carter Chiu et.al. [20] Proposed, probability-based approach for 

dynamic link prediction. According to Chiu, the weak estimator is working with more accuracy as compared with 

the traditional similarity measures. Yao et al. [21] proposed a modified version of common neighbors to find the new 

links between the nodes separated by two hops. He proposed the idea of giving more weights to the latest subgraph 

considering the time decomposition factor.  Popescul et. at [22,23] proposed future link prediction in the internet 

domain using the relational data. There exists a complex relationship between the datasets and system is designed to 

predict the availability of the relationship and category of the new relationship. There are many social networks 

exists is today’s world such as Facebook, Twitter, Instagram and so on.  One of the biggest challenges in this type of 

network is their dynamic nature, which will change with respect to time and huge number of interactions among the 

users may be added or removed from the network. These issues cannot be handled by earlier algorithms. Jingwei 

Wang et. al. [24] used vertex similarity index to improve link prediction accuracy. They proposed new technique of 

link prediction by combining topological information and community information. According to Jingwei, joining 

both the features accuracy can be improved irrespective of the type of algorithm used to detect community. Time 

varying probabilistic model for social network was designed by using Markov prediction model considering time 

scale, local information and structural information of nodes. Barabasi et. al. proposed [15] a simple model to grab 
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network evolutions with respect to time and identifies role of internal links. They studied the structural properties of 

the network which is changing time to time, with this effect of link evolution on internal and external links. 

III THE LINK PREDICTION PROBLEM 

Forecasting the future interaction among the available vertices in the network is the primary function of link 

prediction. Many techniques are available to perform link prediction such as using proximity measures, supervised, 

unsupervised machine learning algorithms and so on. In supervised machine learning techniques network data is 

divided into training and testing data. Training data is used to train the model and testing data is used to predict the 

future links with the help of present links in the network.In unsupervised technique different patterns are identified 

and based on the pattern future links are predicted in the network. The link prediction can also be done periodically 

and non-periodically [8,9]. Periodic link prediction is predicting the links at specific time intervals and non-periodic 

link prediction is done at any random time period. Figure 2 shows a spanshot of social network at different time and 

can be represented as subgraph. Given a series of subgraphs  of a graph  in that each 

edge,  shows a link among  and that occur at specific time t [7,12,13]. 

 

Figure2: Social network at different time (a) at time t (b) link added at time t1 (c) link removed at time t2 (d) 

link is added and another link is removed at time t3 

The non-periodic technique is predicting the links at any random time in the existing network [4]. The task of 

predicting the unknown links are divided into four categories [4,5]: (i) Link existence (ii) Link weight (iii) Link 

cardinality (iv) Link type. Figure 3 shows different types of link prediction. 

 

 

 

 

 

 

Figure 3: Link prediction types 

IV METHODS OF LINK PREDICTION  

Many methods of link prediction are discovered by different researchers. This section is going to discuss some of 

them. Huge amount of information is generated by the people while communicating to each other on social media. 
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This information is used by many researchers and proposed different methods that will enhance the efficiency of 

new link appear in the graph at some time period. These methods are based on different approaches such as (i) Based 

on local similarity (ii) based on global similarity [2].Some of these techniques are discussed below: 

Based on local similarity 

In this paper we are reviewing some well-known methods to predict future links using topological information 

present in the networks. To represent the structural information, the entire section uses following naming 

conventions: x, y represents the vertices, N gives total number of vertices present in the network, k gives average 

degree of vertex, and represents neighboring nodes of x and y, &  gives average degree of vertex x and 

y respectively. 

Common Neighbor (CN):  

Common neighbor is a similarity measure based on node neighborhood.  This technique will consider the 

common neighbors of two vertices and if both are having same neighbor there is greater chance of having 

relationship in future. Common neighbor for two vertices, x and y is shown in equation (1) and it is defined as, 

consider vertex x is having interaction with vertex z and vertex y also having interaction with vertex z, then there is a 

greater probability of establishing an interaction among vertex x & vertex y. In the collaboration network, common 

neighbor coefficient is used to give association among neighboring vertex x & y at specific time in future [14]. The 

complexity of this method is estimated as ). 

       (1) 

Adamic-Adar coefficient (AA) [3]: 

Adamic Adar proposed this technique as metrics to find closeness among the web pages. This coefficient value is 

greater, more the similarity between the web pages. It gives likelihood of strongly connected pages.It finds the 

similarity between two vertices based on common feature between the vertices. For Adamic Adar common features 

are calculated and similarity is defined as below in equation (2). 

       (2) 

Jaccard coefficient: 

Paul Jaccard introduced Jaccard coefficient. Jaccard coefficient is statistical similarity measure. Jaccard 

coefficient is used to measure the similarity or non-similarity between the binary variable for finite sample set. It 

gives the probability of common neighbor for a two-vertex x & y selected randomly from the union of neighbor of x 

and y. It is ratio of intersection of sample set to union of sample set.  It always lies between 0 and 1. It is defined as 

below in equation (3). 

       (3) 

Based on global similarity: 
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Katz Index: 

Leo katz proposed this index [16].  Katz index is similar to shortest path and also performs well for predicting 

links in future. It is one of node centrality measure. In the graph theory, relative degree of influence of vertex gives 

the katz index. It is calculated as total number of paths among two vertices.  It is used in directed network to 

compute centrality. Katz index is defined as below in equation (4). 

       (4) 

Where,  is defined as combination of all possible paths having length l and joining two vertex x & y and 

β is an unrestricted constraint monitoring the path weights.       

Simrank: 

Simrank is a similarity measure for nodes. As per this measure is concern, it says there is similarity between two 

vertices when they are referenced by the similar vertex. It is widely used in graph analytics. Similarity value is 1 for 

the same vertex and similarity for two different vertices is stated in equation (5). 

      (5) 

Decay factor  for some networks. For uncertain graphs Simrank is interpreted as random walk [11, 17]. 

Hitting Time: 

Hitting time come from random walk on graph.  Hitting time is defined as on a random walk, how much time 

taken by vertex x to travel to vertex y? Shorter distance indicates that, the both vertices are highly similar to each 

other and probability of becoming friends is more in the coming future. Hitting time has many useful properties [18] 

such as cover time and expected time. It is easy to compute and can be calculated by some random walk on graph. 

For example, consider a vertex u placed at more distance from vertex x and vertex y and affecting the hitting time for 

both vertices. There exists a problem to find the hitting time among vertex x & vertex y, in case vertex u is a steady 

vertex with higher probability value. This problem can be solved by restarting the journey again and returning back 

to same vertex x by considering the fixed probability value α at every step. Because of the scale free nature of social 

network, some of the vertex will have high probability value in steady case on random walk. By multiplying the 

steady probability value of respective vertices hitting time can be normalized, to overcome this issue. Hitting time is 

defined as below in equation (6). 

      (6) 

Rooted PageRank: 

According to Chung et. al. [19] Pagerank algorithm is used to rank web pages along with hitting time. Pagerank 

is one of the centrality measures used is link analysis. The Pagerank algorithm gives probability distribution for a 

user to arrive at particular page after clicking some random pages in web.  Pagerank can be applied to collection of 

documents of any size. It is based on two assumptions:  1) Consider some fixed probability value w, a user in a 
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network jump from one web-page to another web-page with probability w and having 1-w as hyperlink value. 2) 

Significance of vertex v is defined as sum of significance of total web pages u that link to v, on random walk.  For 

link analysis purpose the random walk assumption of innovative Pagerank algorithm is modified as: proximity value 

of both vertices x & vertex y can be calculated as steady probability of vertex y restarting from the same vertex with 

probability 1 – β every time and passing through some arbitrary neighbor having probability value as β. This will 

give asymmetric matrix for vertex x & vertex y. By performing the reverse operation on role of vertex x & vertex y 

it can be converted to symmetric matrix value. This is known as rooted Pagerank [19]. The rooted Pagerank is 

derived as, Let W is diagonal matrix having  among the pair of vertices and it is represented as 

RPR. Let,  is an adjacency matrix having row normalized value as 1. Then, Rooted Pagarank is 

defined as in equation (7). 

      (7) 

Higher-level approaches:  

Low-rank approximation: 

In the collaboration network  many adjacency matrices M are used to represent the link prediction 

techniques. It was observed that, the basic neighbor’s technique comprises of integrating every vertex x to its row 

in adjacency matrix M.  Then the is calculated as row multiplication operation on rows  and 

.  

A very common technique while discussing the enormous structure of matrix  is to take any moderately 

modest number  and find rank-k matrix of M-K. It is best way of approximating M for any number of standard 

matrices. This should be possible by effective utilization of core methods in data recovery for semantic investigation. 

Instinctively, working with  rather than  is type of noise-reduction, that gives matrix structures in highly 

simplified manner. This paper uses low rank estimation is used in ranking (i) Katz score uses  instead of M. (ii) 

common neighbor’s use row multiplication operation as  and (iii) in defining  in the form of matrix 

. 

Unseen bigrams: 

Unseen bigram is evaluating the frequencies in the language modeling. Both the problems like link prediction 

and unseen bigram are look similar to each other. Unseen bigram is applied to the pair of words in the testing dataset 

and it is different from training dataset. According to the literature survey, it is suggested that you can enlarge score 

for vertex x & vertex y using the score among the vertex z & vertex y, where vertex z is a neighboring vertex of x & 

y. Consider the  computed using one of the technique above. Let Sx denote the δ vertex are related to x 

for the value  for . The weighted and unweighted score can be defined as follows. 

 (8) 
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   (9) 

Clustering: 

Clustering is a one of the data mining technique and it is also used in the graph theory. It is used to identify the 

similar nodes in the social network. Clustering is one of the measures to find the likelihood on the node. It will give 

the association between two nodes. In graph theory clustering coefficient is defined as degree of likelihood of similar 

nodes in the network. The for all pair of in this subgraph determines node proximities using 

only edge.  Clustering coefficient of vertex v is defined as below in equation (10). 

  (10)  

V CONCLUSION AND FUTURE WORK 

Link prediction algorithms based on local structure compute the score depending upon the common neighbors 

that may occur in future interactions among pair of vertices. These techniques will work only for interaction among 

the two vertices not more than that. Due to that some of the interesting link may be missed and it is time consuming 

process to compute common neighbors for every pair of nodes, because of huge size of network. To overcome this 

issue other parallel algorithms are explored. 

Global structure-based algorithms are depending upon the global structure of network and work for a greater 

number of nodes. With the help of this global information some useful links may be found out, but finding the path 

length for greater number of vertices in large network is very tedious task. Every social network where terabytes of 

data is generated every fraction and it has to analyze for prediction. 

Other high-level approaches discussed in the paper consider the entire network to find the similarity score. But 

all these methods are not explored further. In future all these methods can be applied on somewell-known datasets 

and tested for link prediction. This paper assists a starting journey for researchers and understands the basics 

ofanalyzingthe social network. 
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