
International Journal of Psychosocial Rehabilitation, Vol. 23, Issue 06, 

2019 ISSN: 1475-7192 

 

373 
Department of Management, Siksha ‘O’ Anusandhan (Deemed to be University), Bhubaneswar, saratksamal@soa.ac.in 

Received: September 2019 | Revised: October 2019 | Accepted: November 2019 

 
 

Managing Road-blocks Psychologically For 

Self-Driving Vehicles 
Sarat K Samal 

 

Abstract--- Self-driving cars promise a bright future, but only if it is feasible for the public to solve the 

social obstacles that stand in the way of widespread acceptance. Widespread autonomous vehicle adoption 

promises to make us healthier, safer and more effective. Manufacturers are flying through the remaining 

technical challenges to the preparation of the vehicles. But the largest roadblocks in the path of mass 

adaption may be psychological, not technical; 75 percent of Americans report fearing riding in an 

autonomous vehicle, with only 18 percent indicates that trust on the vehicle will be established. Experts 

explore three elements: legal dilemmas, crash overreactions and the complexity of the decision-making 

systems of the vehicles-and suggest steps to address them. It will be necessary to address both the social 

and ethical dilemmas in order to earn public trust. And because it always seemed unlikely that regulators 

will implement the most stringent self-protective solution - in which autonomous vehicles would never 

harm the passengers, no matter how small the danger to passengers and high the risk to others - users will 

have to confront the fear of consumers that the car might one day decide to harm them. 
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I. INTRODUCTION 

Trusting the security of becoming exposed to another individual in seeking any gain has long been recognized as 

vital to automation adoption and becomes even more relevant as both automation complexity and user insecurity 

increase.  
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For autonomous vehicles, which will need to manage our dynamic urban environment with the power of life and 

death, trust will decide how broadly customers accept the automobiles, and how customers and others will accept it 

[1]. Achieving the bright future offered by autonomous vehicles would demand that the psychological obstacles to 

trust be resolved. In this paper, the researchers have organized a framework that will diagnose the three particular 

factors associated as the resistance to the self-driving vehicles and propose a plan of action (Table 1). 

I.I. Autonomous Ethics Dilemmas: 

The need for autonomous vehicles to make ethical choices is contributing to a number of dilemmas for their 

manufacturers, regulators and the general public. Which continue with the need for an autonomous vehicle to 

determine how it will function in conditions where its activities might reduce the risk of injuring its own passengers 

while increasing the risk to a potentially greater number of non-passengers (such as other drivers and the pedestrians) 

[2]. While these judgments will most often include probabilistic trade-offs in small-risk scenarios, the decision could 

at its maximum include an autonomous vehicle deciding whether to damage its occupant to save the lives of two or 

more pedestrians or vice versa (Fig. 1). The cars can act as utilitarian in handling such circumstances, mitigating 

overall risk to people irrespective of who they are, or as self-protective, putting extra weight on the protection of their 

own passengers. “Human drivers” make such decisions unconsciously in a fraction of a second, and therefore cannot 

be expected to abide by whatever legal standard developed- in the safety of their armchair. Yet autonomous vehicle 

designers have the privilege of rational deliberation-and hence the deliberation's liability [3]. 
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Of addition, the presence of that ethical dilemma creates a societal dilemma. Citizens are confused about what 

concepts wanted to adopt with autonomous vehicles. Individuals understand that the rational solution is the more 

reasonable, and as individuals, as wanted to save the larger number of cars. But as customers like those vehicles that 

are self-protective [4]. As a consequence, implementing either approach carries with it its own dangers for producers-

a self-protective strategy causes public outrage, while a practical strategy may scare away customers. It will be 

necessary to address both the social and ethical dilemmas in order to earn public trust. And because it always seemed 

unlikely that regulators will implement the most stringent self-protective solution - in which autonomous vehicles 

would never harm their passengers, no matter how small the danger to passengers and high the risk to others - users will 

have to confront the fear of consumers that their car might one day decide to harm them. It is required to make people 

feel secure as well as positive towards possessing an autonomous vehicle to conquer the doubt [5].  

To make people feel comfortable, it is required to consider how the actual decrease in risk to passengers due to the 

overall reduction in injuries can be conveyed more efficiently, so that it is not irrationally distorted by a relatively 

small increase in relative risk posed by passengers in comparison to other road users. Interaction on the quality and 

safety advantages of autonomous vehicles could be further diversified to cater to fears over self-image and reputation 

by potential consumers. Signalling morality is a powerful motivation for the buying of virtuous goods, but only when 

the ethicality becomes apparent. Enabling the altruistic advantages of autonomous automobiles to focus on the 

customer will change the conversation around self-employed automotive ethics and prove to be a marketing tool [6]. 

Most notable case of effective virtue consumerism is of the “Toyota Prius”, a hybrid-electric car whose unique 

shape has allowed consumers to demonstrate their dedication to the environment. Although “green” messaging may 

backfire for those who are socially unaligned with the environmental movement, there are uncontroversial principles 
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in the bundle of virtues linked to autonomous vehicle protection, but also reductions in parking and traffic congestion 

that allow customers to promote themselves as secure, prosocial and knowledgeable. 

I.II. Algorithm Aversions and Risks Heuristics: 

When the first highway fatality concerning Tesla's Autopilot was reported by every major news organization - an 

achievement unparalleled by any of that year's other 30,100 US traffic fatalities. The first time an autonomous vehicle 

hits a driver, or kills a child, or two autonomous vehicles crash into one another, one can predict an even bigger 

reaction. Outsized media coverage of autonomous vehicle accidents will intensify and exacerbate people's fears by 

tapping into heuristic availability and affective heuristic (risks are considered to be higher while evoking a vibrant 

emotional reaction) [7]. 

As with plane crashes, the more excessive-and unnecessarily dramatic-the attention provided from autonomous 

vehicle incidents, the more exaggerated viewers may view the risks and dangers of these cars relative to those of 

conventional human-driven ones. Worse, such responses may be exacerbated by software aversion for driverless 

vehicles, the propensity for people to lose confidence more easily in an erring decision-making system than in humans 

who make similar mistakes. Such reactions may impede the implementation of driverless vehicles by multiple paths; 

all might actively dissuade customers, encourage policymakers to enact suffocating limits, or build outsized liability 

issues – fuelled by overreactions by the courts and juries-that threaten autonomous vehicles ' financial viability. May 

direction could slow down widespread adoption, or even block it. It can be especially difficult to counter such powerful 

psychological impacts. Nonetheless, prospects do occur [8]. 

One hurdle preventing people from implementing (superior) systems of human judgment is overconfidence in one's 

own results -something that is commonly prevalent in driving. The algorithmic enhancements should also be available 

to the manufacturers. Autonomous vehicles are best described as imperfect, rather than as prototype. Regulators and 

policy makers can also be influential in handling overreaction. While individual being, and eventually accountable to 

the public, policymakers will stop capitulating to concerns of low-probability threats from the public. Alternatively, 

education to the people about the actual risks is provided and, motivated to act, do so in a manipulative way, perhaps 

by giving the public' fear placebos'-high exposure, low-cost interventions that do the most to alleviate the public's 

concerns without compromising the real benefits that driverless vehicles could bring. 

I.III. Machine mind Theory: 

The CIA's poor credibility is sometimes based on the asymmetry between the confidentiality of its achievements 

and the broad visibility of its shortcomings. Driverless vehicles face a challenge close to that. Passengers will be keenly 

aware of the occasional shortcomings of the vehicles-leading to the above-mentioned issues-but may be blissfully 

unaware of all the small successes and optimisations. Such asymmetric information is part of a major psychological 

barrier to trust in driverless vehicles: the uncertainty under the hood to the decision making process. When confidence 

is defined by a willingness to give another person weakness, it is important that citizens can easily anticipate and 

comprehend the other entity's behaviour. Nonetheless, full transparency cannot be either feasible or desirable. In part, 

autonomous vehicle intelligence is driven by machine learning, in which computers learn ever more complex patterns 

without being specifically taught. This makes the decision-making mechanisms underlying mysterious even to the 
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author (let alone the passenger). But even if there was a detailed account of the computer's actions, it would give a 

nonsensical deluge of knowledge only to the end-user. 

Thus the pattern in many computer interfaces with “lower stakes” (e.g. online browsers) has been in the opposite 

direction-hiding the complex decision-making the software offer an easy, streamlined user experience. In autonomous 

vehicles, although some clarity may increase confidence, the rider may be confused by too much openness in the 

reasons for the behaviour of the car, thereby growing fear. Therefore, what's really important to generate confidence 

and comfort is not complete transparency but communication of the correct amount and type of information to enable 

people to develop mental models (an abstract representation of the perceptions and decision rules of the entity) of the 

cars -a kind of the theory of the machine mind. There exist a robust literature investigating what data is most crucial 

for communication; however, many of this research has already been performed on AI in residential, industrial, or 

software configuration settings. 

Not all of this will be completely transferable to autonomous vehicles, and researchers need to explore which 

knowledge better fosters predictability, morale and security in this modern and complex climate. In fact, autonomous 

vehicles will need to interact on the road with not just their occupants but cyclists, fellow drivers and other 

stakeholders. At present, people discern other drivers “actions through clear signs (such as indications, horns and 

gestures) and by assumptions based on drivers” mental models (“Why is she speeding down here?” or “Why is she 

putting herself like that?”). Everyone on the ground will have to adapt their human models to those of driverless 

vehicles, and the more work that delineates what details people consider important and soothing, the smoother and 

less panicky this change will be [9]. 

 

II. LITERATURE REVIEW 

Autonomous vehicles (AVs) are supposed to reduce traffic accidents but sometimes people have to choose between 

two choices, such as knocking over pedestrians or killing themselves and their riders to save the pedestrians. It is a 

daunting task to identify the algorithms that will help AVs make such moral decisions. Researchers noticed that 

participants in six "Amazon Mechanical Turk" studies supported utilitarian AVs (that is, AVs that abandon their 

passengers for the greater good) and allowed others to purchase them, but that would prefer to travel in AVs themselves 

that would shield their passengers at all expenses [10]. 

“Shared autonomous vehicles” (SAVs) could provide low-cost, on-demand mobility services. In fact, autonomous 

vehicle technologies may promote Dynamic Ride-Sharing (DRS) deployment. The widespread adoption of SAVs 

could offer benefits to society, but also involve risks. A better understanding of how SAVs can be applied is required 

to implement effective policies that seek to recognize the benefits of SAVs. This report seeks to facilitate future 

research on the travel behaviour impacts of SAVs by defining the traits of travellers who are likely to adopt SAV 

systems and willingness to pay for service attributes interventions [11]. 

This paper introduces a novel 3D scenario flow analysis model and dataset with such an autonomous driving 

method. Relying on the fact that outdoor scenes often polymerize into a small number of separately moving objects, 

researchers represent each element in the scene through its rigid movement parameters and each super pixel through a 

3D plane, as well as an index to the correlating object. Such reduced representation improves robustness and 
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contributes to a discrete-continuous CRF in which the data term decomposes into potentials in pairs of super pixels 

and entity. In fact, our paradigm divides the scene internally into its constituent hierarchical elements [12]. 

III. CONCLUSION 

Over a century ago cars started their revolutionary incorporation into human lives. A system of laws regulating the 

conduct of drivers and pedestrians, including manufacturers’ designs and procedures, has been adopted and continually 

improved during this period. Today, the systems that mediate these laws, and the rules, penalties and other sanctions 

that impose them, preserve just enough trust in the transportation system to keep it tolerable. The introduction of 

autonomous vehicles will be equally revolutionary tomorrow but will take place over a much shorter timeframe. In 

that period, people will need a new social contract that offers clear guidance on who is accountable for different types 

of accidents, how oversight and compliance will be done and how confidence can be established among all 

stakeholders. Perhaps obviously, there are still many problems-hacking, responsibility and worker displacement 

concerns-but this social contract will be driven by psychological conditions as much as technical and legal ones. 

Several useful data has been illustrated in this research paper, but there is still more work left. Assuming that weighing 

in on this contract is morally essential for behavioural scientists of all fields of study. Every time the introduction of 

autonomous cars is postponed is another day that the non-autonomous human drivers of yesterday will continue to 

lose their lives. 
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