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Abstract--- One of the most widely used system to recognize the authorized person based on behavioral or 

physical characteristics is the Biometric system. One of the current issues with this system is that it can be easily 

spoofed. A spoofing attack is nothing but a situation in which a person or a program successfully identifies 

themselves as another person in order to use the system without the permission of authorized user thus harming or 

attacking the biometric recognition system. The Biometric system can be easily spoofed by methods such as using 

face images of the authorized person, masks or videos which are easily available on social media these days. This 

paper proposes a real time spoof detection method based on illumination and eye blinking technique. The 

framework is tested on 100 distinctive user appearances. As indicated by the trial results, the proposed framework 

accomplishes 99% accuracy in liveness detection. 
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I. INTRODUCTION  

Biometric is a framework which is utilized for distinguishing a person based on physical appearance or on 

behavioral attributes of an individual. The biometric systems have gained popularity in recent years because it 

provides more secure and accurate security which helps in managing identity systems across various applications for 

example attendance systems, personal mobile phones, nuclear facilities and for protective sensitive or confidential 

data. The primary function of biometric is to verify and confirm an individual’s identity thus preventing impostors 

from accessing protected information and resources [1]. In the proposed work we will be focusing on the facial 

recognition part of the biometric system. With advancing technology, the biometric frameworks have gotten savvier 

and easier to understand than before. However, these systems lack anti-spoofing mechanisms or in simpler words 

are not capable enough to separate between a genuine and a fake face and thus can be easily spoofed using various 

methods like videos, masks [2],  

Identity theft is the most concerning matter in the security industry and biometric systems across the globe and 

due to this the popularity of biometric systems get affected which in turn demands for the need of robust anti-

spoofing systems. There is an immense requirement for safety efforts against parody assaults among the general 

public as well. Figure 1 gives a brief overview of face liveness detection in real time. At first alertness of the user is 

checked by checking eye blinking. If the number of blinks are greater than the threshold value then further 

illumination features are calculated and these are compared with the threshold values if the values crosses the 
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threshold values then the face is labeled as fake face. There are three types of spoofing attacks through which these 

systems can be fooled i)photographic attack [3] in which the attacker tries to spoof the system with the help of a 

photograph of a genuine user these image can be in a printed form or can be shown through a printed device. ii) 

video attack [4] : this is an advanced version of photographic attack in which a video of the genuine user is used 

these videos can be easily found on internet or on any of the social media sites . iii) mask attack In this attack the 

attack tries to fool the system with a 3D mask of a genuine user’s face. Such attack is difficult to detect. The use of 

depth analysis of the facial region which was the solution to the above attacks which uses 2D surface fails in the 

case of this threat. 

 

Fig. 1: Overview of Face Liveliness Detection  

to detect these spoofing attacks and to overcome the drawbacks in the existing methods this paper proposes an 

efficient real time technique using eye blinking and illumination characteristics. The proposed method ensures 

secure FRS, prevents spoof attacks in real time. Using a secure FRS allows prevention of spoof attacks in real time 

which is elaborated further in more details in the proposed method. The standard deviation of different color 

channels in a degree of various illumination conditions(illumination features) along with the blinking of the eyes is 

the main area of focus for this study. Training phase is not necessary in this model thus minimizing complexity and 

adding to its advantages. Besides, this technique gives better precision in lesser time. Likewise, this strategy can 

function admirably in an information with partial brightening condition. 
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II. LITERATURE SURVEY 

A. Types of Attacks 

Facial spoofing attack is the process with which a user can fool the face recognition system by various methods 

and thereby can get illegal access to some else privileges or access rights .Some of the methods through which a face 

recognition system can be fooled are listed below.  

1) Photo Attacks. In this attack the attacker attempts to trick the framework by displaying a 2D photo of a 

genuine client to the recognition system. The image of the user can be taken from a digital camera or may have been 

taken from the internet if the user has uploaded it on any one of the social media platforms [5]. The picture can be 

shown on a computerized gadget like telephone, tablet or on a PC or it can be printed on a paper which can be 

utilized to trick the framework. Further developed photographic assaults that has been is the use of photographic 

masks [6].These masks contains high resolution image of the genuine user in which space for eyes and mouth are 

cut out because of which the attacker can make some facial movements of eyes and lips which can easily fool the 

system.  

2) Video Attacks. This attack is the advanced version of photographic attacks and is also referred as replay 

attacks. In this attack the attacker does not use a static image but uses a video of authentic client which is replayed 

for a time on a digital device like cell phone, laptop or on a tablet [7],[8]. Such attack is difficult to detect if a high-

quality video is used as it not only shows the movements of the facial region but also it gets difficult to differentiate 

the textures of a live face and fake face.  

3) Mask Attacks. In this attack the attack tries to fool the system with a 3D mask of a genuine user’s face. Such 

attack is difficult to detect. The use of depth analysis of the facial region which was the solution to the above attacks 

which uses 2D surface fails in the case of this threat. Although the probability of the attacker using 3D masks is 

much less than the above two attacks. Studies on Face mask spoofing are far less than the 2D mask spoofing and 

they have recently gained more attention. A mask specific dataset has been recently created which includes face 

masks of different shapes, size and materials [9],[10]. Earlier such attacks were difficult to perform as they required 

high revenues and professionals to create them but because of fast growing technology such 3D face models can be 

easily created easily and at a very feasible price.  

B. Techniques 

1) Texture based Approaches: This approach is used by Gahyum kim t al [11], Sungmin Eum.Their proposed 

work is to differentiate between a live face and a paper mask based on the structure and shape of the face. The authors 

have used power spectrum-based method to exploit information from high frequency and low frequency regions. 

Local Binary Pattern has been used for examining the textures. The justification given for using frequency 

information is that a 3-D face have different frequency regions because of which there is a irregular illumination 

component generated by the face and also the images taken from the 2-D objects lacks the high frequency information 

as well as it suffers from the loss of information as compared to a 3-D face. The feature extraction is done by the one 

of the most famous technique for finding texture information in a 2-D image, Local Binary Pattern. These extracted 

features are then given to Support Vector Machine for classifying the image whether it is live or not. The Database 
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used by authors are BERC ATM Database and BERC webcam Database images in database are captured from prints 

and are captured in three different light conditions. However the above approach can be spoofed if a very clear and 

big size image is used to tackle this issue authors have proposed a system in which a group of images are created 

having every 4th image from the input feed and from these images energy value is computed and using frequency 

dynamic descriptor the threshold value for temporal changes in the face are computed. The advantage of this system 

is that it is easy and fast to compute. 

2) Variable Focusing based analysis: This approach is used by Sooyen Kim et al[12] for detecting face liveness 

detection. Their proposed work is to differentiate between a live face and a paper mask based on the variable 

focusing. The approach used by the authors is by sequentially focusing between two different positions of an image. 

In case of 2-D images there is not much difference in the focus value when authors tried to focus between the two 

points of an image whereas in case of 3-D face the values of focus were different at different points this is because 

face is a 3D structure and has variable depths thus the focused regions are clearer than the surroundings due to 

variation in depth. The constraint on which this method relies on is the Degree Of Field(DOF).Degree Of Field finds 

the range between farthest and nearest objects in a focused image. It helps in determining the focus variation of pixels 

from a focused image. Focusing effect is increased to increase the accuracy of the system. To calculate the focus 

value Sum Modified Laplacian is used. At first two images are taken and focusing is done at two random points in 

case of a face focusing is first done on the nose and then on the eyes since nose is closest to camera and mouth is 

away the focus value calculated by Sum Modified Laplacian is enough to classify the image whether the image is a 2-

D image or a real face. Their study showed that when Depth Of Field is very small false rejection rate is zero and this 

gradually increases as Depth Of Field increases. Hence for better results Depth of Field is kept small.  

3) Feature Level Dynamic Approaches: This is one of the first approach used to counter spoofing methods using 

2D planes and is still popular against image print attacks. These techniques mainly depend on the different facial 

movements. One of the spoofing methods based on feature level approach is eye blinking technique and movement of 

the pupils in humans’ eye. This approach is used by Lin Sun et al [13] G. Pan [15]. H.-K. Jee [14]. Various steps are 

followed in this technique, first step is the centeroid of eyes is found out and the facial area except the eyes are 

normalized. After extracting the eye region, they are compared with the images taken over a time period to check the 

variation in them. If the result crosses the threshold value, then the input is considered as a live image or else it is 

classified as a fake image. To extract the eye region Gaussian filtering is done to the face because of which a much 

smoother 3D image is formed. All invalid regions excluding eye are removed using an eye classifier. Viola's 

AdaBoost methods are used for training this classifier. After this face region is normalized by a particular size as 

faces are of different sizes and from these face regions, eye regions are extracted. Hamming distance method is then 

used to compare the sequentially extracted images. Hamming distance is defined by the number of pixels that have 

different values. If the hamming distance crosses the threshold value the input is considered as live. The experimental 

result has showed that mean hamming distance of a real face is 30 and that of fake face is 17. Other feature level 

approach that is used to classify a person whether he is live or not is through lip movement technique. This technique 

is used by Kooreider et al[7]. The authors have first located the mouth region and then extracted OFL. SVM classifier 
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is used and 60 videos are recorded for testing purpose and feature vectors are extracted from the mouth region and are 

fed to SVM classifier. The accuracy achieved in this work is of 73 percent. 

4) Optical Flow based analysis: This aapproach is used by Bao et al [16], kollreider et al [17] the authors have 

classified a fake face image with a live face based on the optical flow. This optical flow is a compilation of four 

movements moving, rotating, translation and swing. Except swing all other have same optical flow fields for both 2D 

and 3D images. The authors have conducted the experiment by studying optical flow lines of a constant distance 

observer, rotation of about perpendicular and view axis and by moving the object forward and backward. The optical 

flow Fields of a human face are in random directions whereas that of a 2D surface are in uniform directions based on 

these the liveness of a person can be detected. But This method will fail if illumination of an image changes 

frequently and this method will not work against 3D objects. Kollreider et al have proposed the method to track and 

study trajectories of different regions of face. This can be used to detect whether a spoofing attempt was made or not. 

The basic idea which this method follows is that the regions which are closer to the face generates different motion 

than the regions that are far away hence nose will create different motion than ears whereas in a 2D image will always 

create a constant motion for all the regions. Thus, with the knowledge of the movement speed and the positions of 

face parts liveness data can be easily predicted. For this authors have used main Gabor filters for detecting edges and 

optical flow pattern matching. This system was tested against the database which contained hundred videos of head 

rotations.The proposed system have the error rate of 0.75%. 

5) Component Dependent Descriptor based analysis: This technique is used by Jianwei yang [18]. The steps 

followed by author for detecting liveness are at first the face is split into six different parts which includes left eye 

area, right eye area, nose area, mouth area and facial area. The authors have analyzed that micro textures are 

important for liveness detection. Capturing a face by camera and capturing a printed photo by camera produces very 

different results based on micro textures this is mainly because of vary in appearance change in reflection caused by 

gamma correction and due to limited resolution of images. Local Binary Pattern (LBP), Local Phase Quantization 

(LPQ) and histogram of oriented gradients are found out. Component based coding is performed on these extracted 

features. Then weights are assigned to these features and dissimilarity of micro textures between real and fake images 

are found out based on the Fisher criterion analysis. The classifier used in this method is SVM. The provided 

algorithm is experimented and tested on CASIA, Print-Attack and NUAA database. 

6) Binary classification-based analysis: This approach is used by Tan et al [19], Peixoto et al [20]. The authors 

have stated that the live face and an image are different from each other in two ways first both are different in 

dimensions and second is that the surface of a live face is different from the surface of a image. This in combination 

with the noise, illumination makes the real face and a photo face different. In this Lambertian model is used to extract 

important information about the surface of a image or live face. The latent samples are withdrawn by two methods 

namely Gaussian based method and Variation Retinex-based Method. In Gaussian based printer and camera, it gets 

deformed and has lower image quality compared to live face and thus it fails in having high frequency details. The 

authors have formulated this problem as a binary classification problem and sparse logistic regression is used as a 

classifier for classifying the data. To test this model authors have used a database with fifty thousand of images and 

they have also tested the model against NUAA database. But in this model Authors have failed to deal with the 
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images having bad illumination surroundings because of which there was problem in determining the borders of an 

image when projected from an LCD screen as high frequency areas were getting blurred due to reflection. To solve 

this problem Peixoto et al has proposed to prefilter the image to normalize the image. 

III. PROPOSED WORK 

 

Fig. 2: Flow diagram 

This framework works in real time. Picture of client is captured from live video. As shown in figure 2, Camera 

Opens up and starts processing the video and each frame is recorded. This input frame is used for testing the 

liveness. For detecting face in an input image Viola jones algorithm is used. Which uses S.V.M Classifier to detect 

faces and mark the points on the faces for eye detection. It is one of the best algorithms which can be used for object 

detection in real time. This method is proposed by Paul Viola and Michael Jones [21]. It is essentially created for 

face detection. The main reason for choosing this algorithm is because of its robustness and speed[22]. 

Importing and Getting Data: 50th frame image is taken so that the system can adjust to the light level this is done 

using getimage() function  

Modules Description 

1. Feature Extraction 

1.1) luminance calculation 

 Luminance of a picture is characterized as density of live light leaving from a surface in some particular 

direction. As face is a 3-D structure hence value of luminance for each part of face varies. Luminance of a picture 

can be found out through the following steps. Image is converted into an array using Image.formarray(im), and 



International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 05, 2020 

ISSN: 1475-7192 

DOI: 10.37200/IJPR/V24I5/PR201756 

Received: 11 Feb 2020 | Revised: 05 Mar 2020 | Accepted: 18 Mar 2020                                                                         853 

using ImageStat.Stat(im) we can find the mask and calculate the statistics for the given image. If there is a a mask 

present in the input then the area covered by the mask is on ly taken into consideration. After that getting the mean 

values of each band and multiplying with the specific values, we will get the luminance. 

(0.299*(r) + 0.587*(g) + 0.114*(b)) 

1.2) Energy  

Energy of face can be determined using following steps. For assessing vitality of picture, picture should go 

through some pre-forms like select just single channel of picture, on this fourier transform is applied, log of past 

value is found out and afterward finally summarize all qualities for finding energy of an image  

1.3) Entropy  

Entropy is a factual proportion of irregularity that can be utilized to describe the surface of the information 

picture. Entropy of picture can be determined at every pixel position (i, j). for determining the entropy, RGB picture 

ought to be changed over in grayscale picture.  

 

Fig. 3: Grey scale converted image 

1.4) Mean RBG  

Picture is comprised of three essential shading segments Red, Green and Blue. These three parts can be isolated 

from a picture and their value can be determined utilizing picture handling tools. Mean estimation of these segments 

is used for determining face liveness.  

1.5) Mean YCbCr  

This can be found out by using RGB elements [23]. 
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y= .299 * r + .587 * g + .114 * b 

cb= 128 - .169 * r - .331 * g + .5 * b 

cr= 128 + .5 * r - .419 * g - .081 * b 

2. Heat Map 

Converting our image into heat map. First, we will convert our image to gray scale image. Then we will get the 

shape of the image i.e height, width and channels where height represents the number of pixel rows in the image or 

the number of pixels in each column of the image array and width represents the number of pixel columns in the 

image or the number of pixels in each row of the image array. Then making the array of gray scale image in order to 

get lower and upper value of pixels along x axis and y axis by using above shape values and then flatten() them into 

single dimension so that entropy can be calculated. Then the entropy values are calculated using entropy function for 

each pixel value and stored into an array of row and column. We will apply the colour map. The colour map can be 

applied using the lookup table in the gamma function which will return the lookup table. Entropy and gamma 

reduced images are saved in order to record the liveliness. Then the gamma image is converted into greyscale image 

and resized. 

 

Fig 4: Heatmap converted image 

3. Eye Blinking Check  
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Euclidean distances is computed between the two sets of vertical eye landmarks. Then the Euclidean distance 

between the one pair of horizontal eye landmarks are computed. Then two constraints are defined one for checking 

eye aspect ratio and other for counting eye blinks The eye opening state is being determined by the ratio called eye 

aspect ratio. It determines the state of the eye as it is a constant value which falls to 0 when the eye is closed and a 

constant value when the eye is open. The Library that is used to determine the location of 68 coordinates (x,y) on the 

face of a person is called dlib which maps the facial points on person’s face. Dlib is used to detect faces and has pre-

trained models. The dataset named iBUG300-W is used to identify these points. Dlib’s pre-trained face detector is 

initialized based on modification to the standard i.e Histogram of Oriented Gradients and Linear SVM. slider slides 

on whole image and trained on SVM on both positive and negative examples) method for object detection The input 

frame is converted into grey scale and then then face is detected in this grey scale image from this image facial 

coordinates are converted into an NumPy array From this the eye aspect ratio is calculated and if the value reaches 

zero then the number of blinks are incremented. 

    

Fig. 5: Eye blinking check 

4. Classification 

When the system starts its execution and if there are multiple faces present then it captures only one face at a 

time, The face which is closest is processed using face detector. All the above mentioned features values are 

calculated and are temporarily saved for comparison. There are predefined values stored in the database for fake and 

live face images. At first number of eye blinks are checked if the system finds the number of eye blinks less than the 

threshold value then the input is not further processed and the input is categorized as a fake input. If the eye blinking 

value lies in the range of pre-defined values then all other chromatic modules are calculated these modules are 

further tested against the threshold values and accordingly the input is categorized as live or fake. Working of 

framework is straight forward on the grounds that there is no need of human interaction once program starts its 

execution.  

IV. EXPERIMENTAL RESULTS 

Our system not only successfully passed all the spoofing attacks but also checked for alertness. By calculating the 

entropy, rgb, luminance and number of eye blinks.  
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 Fig. 6: Liveness testing in outdoor environment 

 

Fig. 7: liveness testing in indoor environment 
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This system is tested on 100 unique users. The system is tested in both indoor and outdoor environment and in 

various light conditions. At first face is detected then the modules stated above are applied and the live and fake 

results are stored in an excel file. 

 

Fig. 8: Photo attack test 

 

Fig. 9: Video attack test 
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Fig. 10: Excel file storing results 

V. CONCLUSION  

In this study, illumination and eye blinking based technique is used for detecting face liveness. A real time web 

camera is used for detecting eye blinking and for calculating above mentioned modules for detecting the liveness. 

The novelty of out proposed work lies in two folds, at first we check the alertness of the user by checking whether 

the user is blinking eye or not, Secondly to further improve the performance we calculate various illumination 

modules from the input live feed. This system is tested on 100 different users in various light conditions and 

environment. In light of the trial results 99% face liveness detection precision is accomplished in a remarkable time 

which is better than the other existing techniques. Our future work will focus on improving accuracy with less 

features and on more accurately detecting eye blinking with glasses on.  
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