
International Journal of Psychosocial Rehabilitation, Conference Special Issue 

ISSN: 1475-7192 

Received: 02 Jan 2020 | Revised: 12 Feb 2020 | Accepted: 17 Mar 2020                          361  

Improving the Accuracy of Weather 

Forecasting Prediction on Data Cloud by Using 

Naive Bayes Classifier 
  

1Rizky Maulana, 2Opim Salim Sitompul , 3Herman Mawengkang 

 

ABSTRACT--Weather Forecasting is a problem that can be predicted by using research. In this research, 

we use Naive Bayes Classifier to predict the weather on Data Cloud that we take from meteoblue.com and we tested 

it in Aceh, which are Bireuen and Gayo. The results shown that the accuracy of the prediction is about 89,47%.  
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I.  INTRODUCTION  

Weather prediction is an activity to predict the condition of the Earth’s atmosphere for the future with or 

without the help of technology. Humans have tried to make an accurate weather prediction, from the time of the 

ancient until now with technology and computer assistance. The main focus on using computer assistance is to 

improve a better accuracy of the prediction.  

  

II.  LITERATURE REVIEW  

Naive Bayes Classifier is a classifier model that using a probability and statistic that introduced by Thomas 

Bayes. The model behind Naive Bayes Classifier has something to do with probability distributions. The aim is to 

maximize the probability of the target class given the x features.  

  

So the x features can be the income, age and LTI. The C possible outcomes can be 0 or 1 when dealing with 

the credit scoring problem. 0 if the client defaulted and 1 if the client is able to pay back the debt. We can use 

Bayestheorem to decompose the conditional probability.  
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And here comes the naive assumption that the features are independent of each other. Two random variables 

are independent if the realization of one does not affect the probability distribution of the other. Hence, we can 

decompose the joint distribution.  

 

You may ask what happened to the p(x) denominator? Because it is the same for all c values, we can omit it. 

Finally, Naive Bayes Classifier picks the class with the highest probability. So the problem reduces to a maximum 

finding problem (the dominator does not affect this value).  

 

 

III.  RESEARCH METHOD  
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Figure 1: Proposed Method  

 

Based on Figure 1, the stages of research carried out in determining the weather conditions is inputting the 

process from taking data in four weather variables in the form of temperature, humidity, air velocity and air 

pressure, then collected to be processed using the Naïve Bayes algorithm. After the temperature at the input, then 

carry out the stages of the process of collecting temperature data, air humidity, air velocity and air pressure that 
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are useful for the training data, to categorize data on the temperature scale by cold / medium / hot, comfortable / 

humid humidity, fast / standard air velocity and normal / no air pressure, and then the calculate the probability the 

occurrence of each class.  

 

IV. RESULTS AND DISCUSSIONS  

In this section contains the result that obtained in this research, to analyze the comparation of the prediction 

with the actual data, we provide the detail as follows Table 1.  

 

Table 1: Comparation of Prediction 

  

4.1 Naive Bayes Calculation  

The steps of manual calculation for the data classification process using the Naive Bayess Classifier method 

are as follows:  

1. Calculate the Probabiliies  

        

    

2. Create The Frequency Table from the training data  

  

Frequency Table  
Condition  

Yes  No 

  

Temp  

Cold  5  8  

Normal   5  8  

Hot  6  6  

  

Frequency Table  
Condition  

Yes  No 

Humidity 

  

Dry  3  9  

Normal  9  5  

Humid  4  8  

  

Frequency Table  
Condition  

Yes  No  

Air Velocity  Normal   11  8  
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  Fast 5  14  

  

Frequency Table  
Condition  

Yes  No  

Air 

Pressure 

Normal   13  6  

No 3  16  

  

Table 2: Frequency Table  

  

V. CALCULATE THE PROBABILITIES  

In this section we calculate the probabilities on each City using Naive Bayes Classifier which the results shown 

in figures below.  

  

 

 

Figure 2: Results test on Bireuen City  

  

The results of the weather prediction process using the naïve bayes method shown that the weather clusters 

between the comfortable or the uncomfortable based on real weather data as air temperature, humidity, air velocity 
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and air pressure obtained from the cloud server (meteoblue.com). The data is first entered into the class for each 

weather parameter, then the p(class) value is calculated, which is getting the result in Bireuen City is comfortable.  

  

 

 

Figure 3: Results test on Gayo City  

 

The results of the weather prediction process using the naïve bayes method shown that the weather clusters 

between the comfortable or the uncomfortable based on real weather data as air temperature, humidity, air velocity 

and air pressure obtained from the cloud server (meteoblue.com). The data is first entered into the class for each 

weather parameter, then the p(class) value is calculated, which is getting the result in Gayo City is comfortable.  

The manual calculations for the accuracy as follows:  

  

 

VI. CONCLUSIONS  

The accuracy value for the weather prediction using Naive Bayes Classifier is 89,47% which means this 

algorithm works properly on predicting the weather forecast. This study suggest that the accuracy of the method 

can significantly improve by combining the Naive Bayes Classifier with another conjungtion methods.   
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