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Abstract--- PM (Particulate Matter) is a mixture of solid particles and liquid droplets found in the air. PM10 and 

PM2.5 mean PM whose diameter is smaller than 10 micrometers and 2.5 micrometers or less respectively. PM 

contains microscopic solids or liquid droplets that can be inhaled and can cause lung disease or invade the blood or 

brain. Since 2013, South Korea has published official PM statistics and informed the public about how to act. 

With the development of artificial intelligence, there is an increasing number of studies that analyze texts' 

emotions and public opinions embedded in texts. Many people comment on news related to fine dust, and the 

comments contain words that can be used to understand what news readers think about fine dust using opinion mining. 

This study aims to analyze people's perception by analyzing comments expressed on PM news. After reviewing 

related researches, we will present three research questions and provide answers to them through an empirical 

analysis using web crawling, basic sentiment analysis, and multiple linear regression. We will also provide a 

concluding remarks with research limitation and future research directions. 
 

Keywords--- Particulate Matter, News Article, Text Mining, Sentiment Analysis, Linear Regression 
 
 

I. INTRODUCTION 

 
Many countries have problems such as global warming, water pollution, and fine plastics as the economy develops. One 

of these problems is air pollution due to PM. PM is a mixture of solid particles and liquid droplets originated from dust, dirt, 

or smoke. Although PM occurs naturally, it is caused by artificial factors such as fossil fuel power plants, automobile smoke, 

and factory emissions. Many researchers have found that PM is a causative agent of respiratory and vascular diseases. 

However, the only way for individuals to cope with PM is through manual means such as wearing a mask, frequent 

ventilation, and running an air purifier. People who are interested in PM often report their opinions about news articles 

through comments when news related to PM is published in the media.  

In this study we aim to analyze the contents of comments on PM news articles. Searching for popular news from Korea's 

largest news portal, we collected articles containing the word ‘PM’ in the headlines and comments posted on them. We 

counted the number of PM article comments that matched the words in the four dictionaries. We examined whether the 

polarity of comments on PM articles changed over time. We also analyzed which categories of words the commenters 

recommend/unrecommend. 

 

II. LITERATURE REVIEW 
Big data has been actively researched recently, since the volume and the variety of research data increase. Big data 

research includes not only engineering but also marketing, communication and healthcare. One of the big data fields is 

sentiment analysis, which analyzes the emotions of people in texts to identify their dispositions. 
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2.1  Big data analysis 

Big data, gathered from various sources, can be used for read customers’ hidden minds [1]. IIoT (Industrial Internet of 

Things) was proposed as a tool for monitoring indoor air quality [2]. Li, & Mariappan suggested a predictive IoT sensor 

algorithm to predict future behaviors, outcomes, and trends [3]. A web-based real-time personal PM 2.5 exposure 

monitoring system was proposed to get big data of personal PM 2.5 exposure efficiently [4]. Another research built a spatio-

temporally weighted model to improve the estimation of PM 2.5 exposure by integrating annual data from multiple sources 

[5]. 

 

2.2  Sentiment Analysis 

Many studies have conducted sentiment analysis in the areas including healthcare [6], trip reviews [7], and financial 

text [8]. Hyun aimed to investigate political polarities of news producers / news organizations by analyzing editorials from 

Korean newspapers [9]. Park & Oh performed an emotional analysis using the environmental color of the lobby in a general 

hospital [10]. 

In order to understand the emotions of people embedded in the comments of PM articles, we derived the following 

research questions: 

 

RQ1: Will the content of comments on PM news articles vary over time? 

RQ2: What kinds of lexicon words do the commenters recommend or not recommend? 

 

III. METHODS AND EMPIRICAL STUDY 
3.1  Data Gathering 

Data was collected for six years from March 2013 to February 2019. March 2013 is the time when the Korean 

government officially announced the level of PM. The data was collected by web crawling, and among the 30 news published 

daily in Naver’s ranking news - the biggest news portal site in Korea, we collected articles containing the word PM in the 

headline. Along with the articles, sections of the news, comments on the collected news articles, posting dates, the number 

of recommendations and non-recommendations for each comment were also collected. The open source software R and R 

packages, RSelenium and rvest, were used for crawling and about a million comments were collected. 

 

3.2  Preprocessing Procedure 

Before analyzing the data, we preprocessed the crawled data. Figure 1 shows a preprocessing procedure. After 

eliminating the stop words and replacing slangs and emotional icons with usual words, we extracted words related to PM. 

We choose 20000 comments for classifying the comments and create 4 lexicons. In previous studies related to sentiment 

analysis, the polarity of a given text is analyzed using a lexicon divided into two polarities, positive and negative. So we just 

need to create and analyze two lexicons [11][12]. 

Personal lexicon denotes the words related to personal respondences to PM and healthcare issues while Internal lexicon 

focuses on the words related to domestic political issues. Some commenters used a number of political words unrelated to 

fine dust to express their feelings for the Korean government.  
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Sample comments are categorized into the following dimensions: Personal dimension, Internal dimension, External 

dimension, and Sentimental dimension. Unlike the general emotional word composition, we constructed the emotional 

dimension with only negative words. We counted the number of PM article comments that matched the words in the four 

lexicons. Table 1 shows the four lexicon categories 

External lexicon is composed of words mainly used by commenters who consider the cause of fine dust as an adjacent 

country. The words in this lexicon mainly included dissatisfaction, responsibility and emotional dissatisfaction with 

neighboring countries. Emotional lexicon includes the words that express subjective and negative feelings about the risk of 

fine dust. 

 

 

 Figure 1. Preprocessing procedure 

 

As shown in Table 1, the Words in the personal lexicon make up 58.8% of the whole words. People often refer to words 

that describe personal responses (masks, air purifiers, ventilation, etc.) rather than expecting a national response to fine dust 

or making a rational response. 

 

 

Table 1. Four lexicon categories 

Category (# of words) Focus Keywords 

Personal (4428) Personal responses 
Personal respondence and  

Healthcare 

Internal (1135) 
Domestic issues including political opinions, 

emotions 
Government, Domestic pollutants 

External (1213) 
Thoughts and Feelings for Adjacent PM 

Discharge Countries  
Adjacent Country 

Emotional (751) Subjective and negative emotional expressions Negative emotions 

 
Counting the number of matches of one million comments and four Lexicon words generated the data shown in Figure 

2.  
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Figure 2. Preprocessed data 

 

IV. RESULTS 
In this section, we illustrate the answer to the two research questions. 

 
4.1  Changes in the contents of comments on PM news articles (RQ1) 

As shown in Figure 3, it can be seen that the number of comments is increasing steeply with periodic changes. PM 

concentration, however, is decreasing slowly. These results indicate that even though PM is decreasing, comments on the 

PM news are increasing due to an increase in awareness of the seriousness of PM and interest in health. It is understood that 

interest in fine dust varies according to seasons, and this change of interest is reflected in the number of comments.  

In the winter, when fossil fuels are increasing and the concentration of fine dust is absolutely high, the number of 

comments is increasing periodically compared to other seasons. However, the increase in the number of fine dust comments 

in April and May, when the concentration of fine dust decreases, may be different from common sense. These results can 

be interpreted that the interest in the fine dust also increased due to the increase in outdoor activities in spring after winter. 

Overall, the increase in comments on fine dust can be said to be when the concentration of fine dust is absolutely high or 

subjectively affected by fine dust. 
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Figure 3. Monthly trends in the number of comments and PM concentration 

 
4.2  Relationship between lexicons and recommendation/non-recommendation (RQ2) 

 
We performed linear regression analysis with the frequency of 4 lexicon words, the length of comments as independent 

variables and the recommendation number / non-recommendation number as dependent variables. The results are shown in 

Table 2 and Table 3, respectively. 

 

     Table 2. Linear regression result (recommendation) 

Model 

Unstandardized Standardized 

t Sig. 

Multi-collinearity 

B Std. B Beta Tolerance VIF 

Dep. Var. : 

# of Recommen- 

dation 

(Constant) 14.359 .307   46.849 0.000     

LENGTH -.026 .007 -.007 -3.816 .000 .330 3.027 

Emotional .398 .108 .008 3.676 .000 .236 4.230 

Personal .013 .002 .008 5.635 .000 .458 2.182 

Internal -.107 .071 -.003 -1.501 .133 .284 3.515 

External .991 .090 .023 11.006 .000 .249 4.016 

F: 161.768(<0.0001),  adjusted-R2: 0.001, d.f. : 958013 

 
All variables, excluding ‘Internal Lexicon’, were significant to predict the number of recommendations. No multi-

collinearity problem is found.  

 

Table 3. Linear regression result (non-recommendation) 

Model 

Unstandardized Standardized 

t Sig. 

Multi-collinearity 

B Std. B Beta Tolerance VIF 

Dep. Var. : (Constant) 1.432 .033   43.896 0.000     
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# of Non 

recommen- 

dation 

LENGTH .006 .001 .015 8.531 .000 .330 3.027 

Emotional -.017 .012 -.003 -1.509 .131 .236 4.230 

Personal .002 .000 .011 7.165 .000 .458 2.182 

Internal .102 .008 .026 13.424 .000 .284 3.515 

External -.056 .010 -.012 -5.860 .000 .249 4.016 

F: 216.383(<0.0001), adjusted-R2: 0.001, d.f. : 958013 

 
All variables, excluding ‘Emotional Lexicon’, were significant to predict the number of recommendations. No multi-

collinearity problem is found. As a result of multiple regression analysis using the number of comments recommended and 

not recommended as the dependent variable, we found the followings: 

 
• Longer comments reduce the number of recommendations and increase the number of non-

recommendations. 

• Mentioning words with emotional factors increases the number of recommendations. 

• The more words you mention internal dimension words, the more the number of non-recommendations 

increases. 

• The more external words are mentioned, the more the number of recommendations and the less the 

number of recommendations 

 

V. CONCLUSION 
In this study, the comments on PM news articles are crawled and analyzed to investigate people’s emotions about PM. 

We can find that the interest in PM increases though the concentration of PM decreases. The response to PM was mainly 

emotional one. We also found that some seasonality in the number of comments and its correlation of PM10 density. People 

recommend short comments and are not preferred long posts. Comments that use a lot of emotional words or external words 

are ironic, with many people recommending and declining at the same time. This study has the limitation that the result can 

be different according to the classification of words belonging to lexicons. Therefore, the accuracy of lexicons has an 

important effect on the research results, and it is necessary to use objective lexicons built by other researchers to secure 

objectivity of research. 

We expect to use methods such as Word embedding such as Word2Vec and Topic Modeling, which are being actively 

studied recently, to fully utilize the comments of collected fine dust articles. Through Word2Vec, we can map fine dust 

words to 200 ~ 300 dimension space to grasp word inference or similarity between words and infer the main subject of fine 

dust article comments through Topic Modeling. 
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