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ABSTRACTS---Path analysis is one of the multivariate analysis techniques and development of regression 

analysis developed by Sewall Wright in 1934. The vertical garden technique is one of the greening techniques that can 

be applied in green building. Vertical garden is an upright garden concept, namely plants and other garden elements 

arranged in such a way in an upright field. In this study the author wants to find out what factors influence the interest 

of the people of Bendosari Village in building a vertical garden. The data used in this study are primary data with 

respondents from the Bendosari Village community from Cukal, Dadapan Wetan, Dadapan Kulon, Ngprih and Tretes. 

The method used is path analysis with the Weighted Least Square (WLS) method as an estimator of its parameters. 

The WLS method is used to overcome (heterogeneous) error constants in the data obtained. The results of this study 

indicate that the attitudes, intentions and behavior of the Bendosari Village community in constructing vertical 

gardens are significantly influenced by Perception of Benefits, Influence of Social Environment and Motivation. 

Whereas the Perception of Ease of Development does not affect the attitudes, intentions, and behavior of the Bendosari 

Village community in building a vertical garden significantly. This shows that the Bendosari Village community is a 

reliable and competent community because the Bendosari Village community tends to ignore the view that whether a 

facility is easy or difficult to make before building it. 
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I. INTRODUCTION 

A path analysis is one of the techniques in multivariate analysis and is advancement of regression analysis developed by 

Sewall Wright in 1934. [1] Wright developed the method as a means to study the direct and indirect effects of several 

variables, in which several variables are seen as causes and other variables are seen as a result. The Ordinary Least Square 

(OLS) method is used if the model is linear in parameters, i.e. by minimizing the number of error squares. The OLS method 

has not been able to accommodate the correlation between errors in the equation. To overcome the correlation between 

equations, the Weighted Least Squares (WLS) method is used to get a better beta coefficient  [2]. 

The path analysis is often used in various cases, for example, in this study, which will examine the application of it to 

the factors that influence the interest of the community in Bendosari Village in building a vertical garden. In the era of 

globalization, the current increase in population causes an increase in housing needs and land narrowing for areas of 

vegetation or greenery. One effort to expand the vegetation area on narrow land is by having green buildings. A vertical 
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garden technique is one of the greening techniques that can be applied in green buildings. A vertical garden is an upright 

garden concept, consisting of plants and other garden elements arranged in such a way in an upright field. 

The vertical garden is one of the solutions to greening efforts as well as farming on limited land to minimize global 

warming effects while increasing the benefits and aesthetic value of home and building environment [3]. The construction 

of a vertical garden is an innovative effort to maximize the potential of food production in a region. Bendosari Village as 

one of the largest vegetable crop producer in Malang also experiences an increase in population every year. This vertical 

garden is very well applied by the village community making it interesting to study. 

II. LITERATURE REVIEW 

Regression Analysis 

A regression analysis underlies a path analysis in the application of the comparison of Ordinary Least Square (OLS) and 

Weighted Least Square (WLS) in this study  [4]. The regression equation can be written with the following model: 

 

0 1 1 2 2i i i iY X X X    = + + + + +
(2.1)  

with 

1,2,3, ,i n=
  

in which: 

iY  : dependent variable i 

𝛽0 : intercept 

i   : regression coefficient i 

iX
 

: independent variable i 

i  : error i which is assumed to be mutually independent with zero mean and constant variance 

n  : observation size [5]. 

 

Path Analysis 

In 1934, Sewall Wright developed path analysis, a method used to study the direct and indirect effects of a variable, 

where several variables are seen as causes and other variables as a result [1]. According to [6], path analysis is used when 

researchers want to analyze the relationship between complex variables that cannot be done using a multiple regression 

analysis. 

Integration of TPB (Theory of Planned Behavior) and TAM (Theory of Acceptance Model) 

In TPB, behavioral intention is a determinant of a person’s behavior that is influenced by attitudes, subjective norms, and 

perceived behavioral control. TAM is often applied because one of the main variables is behavioral intention, which is 

influenced by two other variables, namely perceived benefit, perceived ease, perceived environmental influence, and 

motivation—all of these are proven to influence the attitudes and behavior of individual users of information technology 

systems. In the integration of TAM and TPB, the TPB model includes the four constructs to overcome TAM weaknesses 

that cannot control individual behavior. This shows that TAM and TPB can be used together to analyze the factors that 
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influence individual behavior to build a vertical garden. The relationship between variables in the TPB and TAM integration 

models is presented in Figure 1 below: 
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Figure 1. Integration of TPB and TAM 

 

Figure 1 is used to achieve the fulfillment of attitudes, intentions, and behavior in constructing a vertical garden through 

various perceptions in the system of life. 

Path Analysis Model  

Variables in a path analysis require standardization of the data obtained to equalize the average and variety, so the 

coefficients obtained have the same units [7]. Transforming the data into standardized data is done as follows: 

 

𝑍𝑋𝑙 =
𝑋𝑙−𝑋̅𝑙.

𝑆𝑋𝑙

   and  𝑍𝑌𝑘 =
𝑌𝑘−𝑌̅𝑘.

𝑆𝑌𝑘
 (2.2) 

in which: 

𝑙 : 1,2,3,..q 

𝑘 : 1,2,3,..p 

𝑍𝑋𝑙: the value of the exogenous variable X on the first observation that has been standardized 

𝑋𝑙  : the value of the exogenous variable X on the l observation 

𝑋̅l. : the average value of the exogenous variable X 

𝑆𝑋𝑙
: the standard deviation  the exogenous variable X on the l observation  

ZYk : the value of the endogenous variable Y on the first observation that has been standardized 

Yk : the value of the endogenous variable Y on the k observation  

𝑌̅k : the average value of the endogenous variable Y  

𝑆𝑌𝑘: the standard deviation  the endogenous variable Y on the k observation 

Based on Figure 1, a path analysis model can be formed that has been standardized for each observation as follows: 

 

   

(2.3) 

Equation (2.3) is written in the form of a matrix as follows: 
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Y  = +X
              (2.4) 

Estimating the Parameter Coefficient 

The OLS Method 

The Ordinary Least Square (OLS) method is a function of linear estimation method most often used in estimating the 

parameters of a regression model. According to [8] the OLS criterion is “Line of Best Fit”, or, in other words, the sum of 

squares of deviations between observation point and regression line is minimum. The OLS method is used if the model is 

linear in parameters, namely by minimizing the number of error squares. Based on equation (2.4), we obtain: 

Y  = +X
 

Y = −X
 

The OLS method minimizes the following functions:: 

   

   

min min

min min ( ) ( )

Q

Y YQ

 

 





=

= − −X X

                (2.5) 

Parameter estimation with the OLS approach is done by minimizing the following Q : 

 
Q = ( ) ( ) ( )

T
T Y Y- - = X Xε ε  

  

( )( )T T TY Y = - X - X  

 
( )T T T T T TY Y Y Y   = - X - X + X X  

( )T T T T T2Y Y Y  = - X + X X                              (2.6) 

The solution to the optimization of equation (2.6) is done by getting a derivative of Q to get the estimator value for b̂ : 

 T T

T T

T T

( )
0

( )

ˆ 0

ˆ 0

ˆ

Y

Y

Y

Q










=



 - X + X X =

-X + X X =

X X = X

  

 
( )T Tˆ Y =

-1

X X X                  (2.7) 

 Based on equation (2.3), parameter estimation is done using OLS method for each path analysis model. The following 

is a parameter estimate for each path analysis model: 

1. Equation (1) 

1
1 1 1 2 1 2 3 1 3

4 1 4 11

Y X Y X X Y X X Y X

X Y X Y

Z Z Z Z

Z

  

 

= + + +

+
 

In the path analysis model above, the parameter estimation results based on equation (2.7) are: 
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   

2. Equation (2) 

 

 

  

In the path analysis model above, the parameter estimation results based on equation (2.7): 
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3. Equation (3) 

   

 

       

 In the path analysis model above, the parameter estimation results based on equation (2.7): 
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Based on the three equations above, the total parameter estimates are as follows:  
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 
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The WLS Method 

The OLS method has not accommodated the correlation between equations in the three equations [9]. According to [10], 

the estimation is carried out with the Weighted Least Square (WLS) optimization, which is able to accommodate the 

correlation between weighted equations in the form of inverses from the error variance-covariance matrix. Estimation of the 

error variance-covariance matrix for the path analysis model is as follows: 

11 12 1

21 22 2

1 2

ˆ ˆ ˆ

ˆ ˆ ˆ
ˆ

ˆ ˆ ˆ

q

q

q q qq qnxqn

 
 
 

=  
 
 
 

Σ Σ Σ

Σ Σ Σ
Σ

Σ Σ Σ

                  (2.9)                       

The solution to this equation uses weighting with the value of X and  as follows: (2.10)

 
   

   

1

1

min min

min min ( ) ( )

Q

YQ Y

 

 

 −

 −

=

= − −

Σ

X Σ X              (2.10) 

To complete the optimization in equation (2.10), the partial derivative will be carried out as follows:

1 1

1 1 1 1

( ) ( ) ( ) ( )( ) Y Y Y Y

Y Y Y Y

Q    

   

 −    −

 −   −  −   −

= − − = − −

= − − +

X Σ X X Σ X

Σ X Σ Σ X X Σ X
   

1 1 12Y Y Y   −   −   −= − +Σ X Σ X Σ X                   (2.11) 

Note that Y Y   =X X  because both results are scalar. The next process is to reduce the above equation toward   to 

produce the above equation. After that, it is equated with zero; and the result can be seen in the equation below [11]. Thus, 

the   estimator is obtained in the equation below: 
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1 1
( )

2 2
Q

Y





 −  −


= − +


X Σ X Σ X                               1 1Y  −  −=X Σ X Σ X                                                               

 1 1 1ˆ ( ) Y  − −  −= X Σ X X Σ                                    (2.12)                                                 

In WLS at iteration = 1, then =Σ Ι so the WLS equation becomes the original form like OLS, namely: 

  t     = 1 

1 1 1
( ) ( )t Y  − −  −= X Σ X X Σ  

1
(1) ( ) Y  − = X X X

               
(2.17) 

(1) (1) (1)
ˆ

i i ie y y= −  

When the iteration of the Weighted Least Square method is 1, it is proportional to the Ordinary Least Square method. 

Whereas when WLS uses iteration > 1, it will get a different parameter estimating function. In equation 2.18, the estimation 

of WLS parameters will be shown when iterations = 2, as follows:  

t  = 2, so ( )i t =  (2)i =  2
( 1)

1

î te −

        

                    = 2
(1)

1

îe
                       (2.18) 

The estimated error variance-covariance matrix will change to: 

1

21

0 0

0 0
ˆ

0 0 n nxn







−

 
 
 =
 
 
 

Σ
            (2.19) 

And the WLS equation changes to: 

1 1 1
( ) ( )t Y  − −  −= X Σ X X Σ

1 1 1
(2) ( ) Y  − −  −= X Σ X X Σ             

(2.20) 

 

 The Assumption Test in the Path Analysis 

According to [12], a regression analysis requires several assumptions underlying the estimation of parameters using the 

Ordinary Least Square approach. This is the same for the path analysis. These assumptions are: 

 

 Linearity 

The linearity assumption is needed to determine the shape of the regression curve correctly. According to [13], if the 

linearity assumption is not fulfilled, then relationship of the predictor variable and the response variable are not linear. One 

method to test the linearity of the relationship between exogenous and endogenous variables is the Regression Specification 

Error Test as follows: 

a) The first regression equation is: 

0 1i i iY X  = + +
                (2.21)       

Parameter estimation with the OLS approach obtains the following. 

0 1
ˆ ˆˆ

i iY X = +
              (2.22)       
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2

1R calculation is done as follows: 

2

2 1

1

2

1

ˆ(Y )

1

(Y )

n

i i

i

n

i

i

Y

R

Y

=

=

−

= −

−




                                          (2.23) 

b) The second regression equation is: 

2 3

0 1 1 2 3
ˆ ˆ

i i i i iY X Y Y    = + + + +
    

2

2R  calculation is done as follows: 

* 2

2 1

2

2

1

ˆ(Y )

1

(Y )

n

i i

i

n

i

i

Y

R

Y

=

=

−

= −

−




              (2.24) 

c) The test on the relationship of the predictor variable and the response variable to know whether it is linear 

or not:  

I. Hypothesis 

0 2 3: 0H  = = , vs 

1 :H minimum of one 0, 2,3j j  =   

II. Statistical t-test follow the distribution of F as follows.  

2 2

2 1

(k 1,n k 2)2

2

( ) / 2
~

(1 ) / ( (k 2))

R R
F F

R n
− − −

−
=

− − +
             (2.25) 

III. H0 is rejected if the F test result < the F critical value 
(k 1,n k 2)F − − −

; this means that the relationship of the 

endogenous and exogenous variable is non-linear. 

 

Error Normality 

According to [14], errors will be normally distributed in estimating regression parameters as needed because it is expected 

that the mean error value is zero. The method for testing error normality is Kolmogorov-Smirnov, which is one part of the 

goodness of fit. The Kolmogorov-Smirnov test procedure is: 

a. Hypothesis: 

H0: 
0

( ) ( )
N

F X F X=  (Error normally distributed), vs 

H1: 
0

( ) ( )
N

F X F X
 
(Error not normally distributed) 

b. Kolmogorov-Smirnov statistics 

0sup ( ) ( )N ND F X F X = −                 (2.26) 

in which:  

DN : maximum absolute difference between empirical distribution functions and normal distribution 

functions 
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FN(X) : cumulative probability functions of observation  

F0(X) : cumulative probability functions of normal distribution. 

c. H0 is accepted if the test statistic is DN ≤ Dtabel then error is normally distributed. 

 

3.  Homoscedasticity 

Homoscedasticity is a condition in which a variety of homogeneous errors or a variety of errors is constant. To test the 

homogeneity of various errors we can use the Bseusch-Pagan test [15]. This test is in a large sample assumed to be mutually 

free and to have a normal distribution, and various errors 2

i are influenced by the level of the predictor variable (variable 

X) like the following equation: 

2

0 1e i iLog X  = +              (2.27) 

Based on equation (2.27), it is known that 𝜎𝑖
2σ will increase or decrease depending on 𝛾1 on 𝑋𝑖 . The error range will be 

constant if 𝛾1 = 0γ so the Breusch-Pagan test hypothesis is: 

H0: 𝛾1 = 0 (Variety of errors is constant), vs 

H1: 𝛾1 ≠ 0 (Variety of errors is not constant) 

The test statistics used are 𝜒𝐵𝑃
2  as follows: 

*

2 2

1
2 ~BP

JKR

JKS

n

 =
 
 
 

               (2.28) 

in which: 

JKR* : number of squares of regression between residual (e2) and the exogenous variable (X)  

JKS : number of squares of regression between the endogenous variable (Y) and the exogenous variable (X). 

If H0: 𝛾1 = 0 in an observation with a large n then 
2

BP  follow the distribution of chi-square with one free degree. H0 if 

accepted if the test statistic
 

2

BP  is smaller than 
2

(1)  so the assumption that the homogeneity of variety has been fulfilled. 

 

4. Multicollinearity 

According to [16], multicollinearity occurs because of a linear combination between two or more independent variables; 

if there are no correlations between the independent variables used, then it can be interpreted that multicollinearity does not 

occur. If the assumption of multicollinearity is not fulfilled, it will be very difficult to separate the influence of each 

independent variable on the dependent variable. 

One method that can be used to detect multicollinearity is to look at the value of the Variance Inflation Factor (VIF) of 

each independent variable. VIF is a measure of the total variety that the variables can be explained by the variety of other 

independent variables. The VIF value can be defined as follows [7]: 

2

1

1 j

VIF
R

=
−

              (2.29) 
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2 reg

j

total

JK
R

JK
=                (2.30) 

in which: 

j= 1, 2, 3, . . . , p 

p= the number of independent variable 

𝑅𝑗
2= coefficient of determination between independent variables Xj with other independent variables  

JKreg= number of squares of regression = 2

1

ˆ( Y )
n

i i

i

Y
=

−  

JKtotal= number of total regression = 
2

1

(Y )
n

i

i

Y
=

−  

The coefficient of determination or 𝑅𝑗
2 can be determined by regressing the independent variable Xj with all other 

independent variables. If the obtained value of VIF is greater, there is an increasingly large correlation among the 

independent variables. If VIF > 10, the correlation between independent variables is very high and the vice versa [17].  

 

Hypothesis Testing 

According to [18], hypothesis testing is done to determine the significance of the path analysis model formed by 

comparing the values of |tcount| with |ttable| at 5% real level. To calculate hypothesis testing using the t test, it is necessary to 

know the calculation of variance analysis for linear regression with the following calculations: 

 

Table 1. Analysis of Linear Regression Variants 

Sourc

e of 

Variety 

Degre

e of 

Freedom 

JK KT 

Regre

ssion 

p 2JKR ( ) /XY XXS S=  /MSR JKR p=  

Errors n – p 

–  1 

2( )
( )XY

YY

XX

S
JKG S

S
= −

  –   –1 

JKG
MSE

n p
=

 

Total n – 1 
YYS

 
 

Note: 

2 2( ) ( )
(X )(Y )

i i

XY i i i i

X Y
S X Y X Y

n
= − − = −

 
 

 

2
2 2

( )
(X )

i

XX i i

X
S X X

n
= − = −


 
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The hypothesis used for hypothesis testing is: 

 H0 : 𝛽𝑌𝑋𝑗  = 0, vs  
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 H1 : 𝛽𝑌𝑋𝑗  ≠ 0  

The statistic for t-test: 

jY

( 2)
2

X
ˆ ˆ ˆβ β 0 β 0

ˆ MSE/(β) /

β

n

XXXX

t
SSe S

−

− − −
= = =

           (2.31) 

 If |tcount|>|ttable|, then H0 is rejected so it can be concluded that there is an influence on the path coefficient. In addition 

to using t-test, we can also use the p value. If the p value is less than α (0.05) then H0 is rejected, meaning that there is an 

influence on the path coefficient. 

 

Model Validity 

A model is said to be valid if the underlying assumptions have been fulfilled. In addition, according to [19], there are two 

indicators of model validity in path analysis, namely: 

1) Total Coefficient of Determination (TCD) 

The total variety of data that can be explained by the model can be shown by the total determination coefficient with the 

following formula: 

2 2 2 2

1 21t e e epR P P P= −
                                  (2.32) 

As for the calculation of the residual effect (error) can be done using the following formula: 

21ei iP R= −
                                                  (2.33) 

in which: 

 

2

2 1

2

1

ˆ(Y )

1

(Y )

n

i i

i

i n

i

i

Y

R

Y

=

=

−

= −

−




                                   (2.34) 

Note: 

Rt
2 = total coefficient of determination  

Ri
2 = coefficient of determination in each equation 

𝑝𝑒𝑖  = residual effects on each equation 

The interpretation for Rt
2 is the same as the one for the coefficient of determination (R2) in a regression analysis. Total 

coefficient of determination has a value range from 0% to 100%. According to Hair and Ringle (2011), if 
2R >0.75, then 

the regression model is substantial. If 0.05<
2R <0,75 then the regression model is moderate. If 

2R <0.50 then the regression 

model is weak in representing the model. 

 

2) Trimming Theory 

Path validation test on each path for direct influence on the trimming method adopts the same strategy with the regression 

analysis, using the t-test probability value, by testing the regression coefficient which is partially standardized. According to 

[1], this method is an approach to improve the path analysis model done by removing path coefficients that do not meet the 

significance criteria. 
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III. Research methodology 

The data used in this study are primary data obtained through a questionnaire distributed to the community of Bendosari 

Village, Malang Regency. The data obtained through the questionnaire is used at modeling the potential development of 

Bendosari Village with several variables influencing attitudes, behavioral intentions, and community behavior in building a 

vertical garden by considering perceived benefits, perceived ease, perceived environmental influences, and motivation. 

The research stages are as follows: 

1. Determine the variables used to solve the problem in this study (perceived benefits, perceived ease, 

perceived environmental influence, and motivation) that influence attitudes, behavioral intentions, and behavior of the 

community in building a vertical garden. 

2. Review and determine the theory according to experts, i.e. the TPB and TAM integration model. 

3. Determine the scale to be used. 

4. Make a research instrument grid. 

5. Make a research questionnaire. 

6. Determine the population and sample. 

7. Try out the research instruments. 

8. Examination of validity and reliability on research instruments. 

9. Collect data by distributing questionnaires to respondents. 

10. Change the score to scale using MSI as input for further analysis using the average raw score. 

11. Perform path analysis. 

The steps in the path analysis are as follows: 

1. Make a path diagram in accordance with the predetermined theory. 

2. Create a path analysis model according to the standardized path diagram. 

3. Estimate path coefficients using the Weighted Least Square (WLS) method. 

4. Check path analysis assumptions. 

5. Test the path analysis hypothesis. 

6. Test the validity of the model. 

7. Calculate relative efficiency. 

8. Calculate direct, indirect and total influence. 

9. Interpret the size of the path analysis coefficient and the effect in the formed path analysis model. 

 

IV. FINDINGS AND DISCUSSION 

Testing Path Assumptions 

The following are the results of testing and checking assumptions that must be met in path analysis: 

1. Assumption of Error Normality 

Testing is done using the SPSS trial version software. The summary of test results is presented in Table 1. 

 

Table 1. Test results on error normality assumptions 
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Endogenous 

variable 

p-

value 
Conclusion 

Attitude 0,200 Normal 

Behavioral 

intention 
0,200 Normal 

Behavior 0,089 Normal 

  

Based on Table 1, all errors on each residual produce an probability value> α (0.05) that H0 is accepted. Thus, it can be 

concluded that errors are normally distributed. 

 

2. Homoscedasticity Assumptions 

 Testing is done using the SPSS trial version software. The summary of test results is presented in Table 2. 

 

Table 2. Test results on homoscedasticity assumptions 

Exogenous 

variable 

p-

value 
Conclusion 

Equation I 

Perceived Benefits 0.023 
Error Not 

Constant 

Perceived Ease 0.004 
Error Not 

Constant 

Perceived 

Environmental 

Influence 

0.136 
Error 

Constant 

Motivation 0.149 
Error 

Constant 

Equation II 

Perceived Benefits 0.059 
Error 

Constant 

Perceived Ease 0.730 
Error 

Constant 

Perceived 

Environmental 

Influence 

0.142 

Error 

Constant 

Motivation 0.515 
Error 

Constant 

Attitude 0.310 
Error 

Constant 

Equation III 
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Perceived Benefits 0.220 
Error 

Constant 

Perceived Ease 0.587 
Error 

Constant 

Perceived 

Environmental 

Influence 

0.196 

Error 

Constant 

Motivation 0.118 
Error 

Constant 

Attitude 0.945 
Error 

Constant 

Behavioral 

Intention 
0.086 

Error 

Constant 

 

Table 2 shows if the probability value> α (0.05), then the range of errors is constant. There are errors that are not constant 

in the first equation of perceived benefits and perceived ease; thus, it must be overcome by using the Weighted Least Square 

method. 

 

3. Linearity Assumptions 

Testing is done using the R software. The summary of test results is presented in Table 1. 

 

Table 3. Test results on linearity assumption 

Variable 
p-

value 
Relationship 

X1 with 

Y1 
0.971 Linear 

X2 with 

Y1 
0.706 

Linear 

X3 with 

Y1 
0.362 

Linear 

X4 with 

Y1 
0.819 

Linear 

X1 with 

Y2 
0.718 

Linear 

X2 with 

Y2 
0.156 

Linear 

X3 with 

Y2 
0.816 

Linear 
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Variable 
p-

value 
Relationship 

X4 with 

Y2 
0.884 

Linear 

Y1 with 

Y2 
0.175 

Linear 

X1 with 

Y3 
0.768 

Linear 

X2 with 

Y3 
0.414 

Linear 

X3 with 

Y3 
0.309 

Linear 

X4 with 

Y3 
0.555 

Linear 

Y1 with 

Y3 
0.216 

Linear 

Y2 with 

Y3 
0.424 

Linear 

  

Table 3 shows that the relationship between exogenous and endogenous variables produces an probability value> α 

(0.05), so H0 is accepted, which means that the relationship is linear. 

 

Parameter Estimation 

In this study, parameter estimation in the path analysis is done by estimating the standardized Weighted Least Square 

(WLS) coefficient. The WLS method is chosen because there are errors that are not constant in equation I, so data is 

heterogeneous. The following is a diagram and path coefficient that has been predicted with the help of R software. 

 

P.Manfaat

1( )X

P.Kemudahan

2( )X

   Persepsi Pengaruh

3( )X

P. Motivasi

4( )X

Sikap

1( )Y

Niat

2( )Y

Perilaku

3( )Y

0,374

0,111

0,367

0,289

0,110

0,104

0,093

0,092

0,516

0,233

0,307

   Lingkungan

0,102

0,081

0,101

0,258

 

 

Figure 1. Diagram and path coefficient 
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1 1 2 3 4 11

2 1 2 3 4 1 21

3 1 2 3 4 1

2 31

0,374 0,110 0,367 0,289

0,110 0,104 0,934 0,920 0,516

0,102 0,081 0,101 0,258 0,307

0,233

Y X X X X Y

Y X X X X Y Y

Y X X X X Y

Y Y

Z Z Z Z Z

Z Z Z Z Z Z

Z Z Z Z Z Z

Z







= + + + +

= + + + + +

= + + + + +

+

Based on the estimation of the path coefficients above, the path analysis equation obtained from the WLS method can be 

formed as follows: 

 

 

  

Hypothesis Testing 

Hypothesis testing is done to determine the significance of the model formed. The hypothesis testing refers to equation 

(2.21). The results are presented in Table 4.5. 

Table 4. Hypothesis testing results 

Variable 
p-

value 
Relationship 

X1 with 

Y1 
<0.001 Significant 

X2 with 

Y1 
0.1686 Not 

Significant 

X3 with 

Y1 
<0.001 

Significant 

X4 with 

Y1 
<0.001 

Significant 

X1 with 

Y2 
<0.001 

Significant 

X2 with 

Y2 
0.1899 Not 

Significant 

X3 with 

Y2 
0.2146 

Not 

Significant 

X4 with 

Y2 
0.1872 Not 

Significant 

Y1 with 

Y2 
<0.001 

Significant 

X1 with 

Y3 
0.1968 

Not 

Significant 

X2 with 

Y3 
0.2555 Not 

Significant 

X3 with 

Y3 
0.1950 Not 

Significant 

X4 with 

Y3 
<0.001 

Significant 

Y1 with 

Y3 
0.0106 

Significant 
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Y2 with 

Y3 
0.0250 Significant 

  

Table 4 shows that the probability value <α (0.05) which results in the rejection of H0; thus, it can be concluded that there 

is an influence on the path. The not significant path occurs in the direct influence between: 

1. Perceived ease with attitude 

2. Perceived ease with behavioral intention 

3. Perceived environmental influence with behavioral intention 

4. Motivation with behavioral intention 

5. Perceived benefits with behavior 

6. Perceived ease with behavior 

7. Perceived environmental influence with behavior 

 

Model Validity 

The results of Weighted Least Square as a parameter estimator in path analysis with heterogeneous data are: 

1) Total Coefficient of Determination  

The total coefficient of determination is calculated, so the variety of data that can be explained by the model is known. 

The total coefficient of determination for the WLS method is 0.9305, so it can be concluded that the variety of data that can 

be explained by the model is 93.05%, while the remaining 6.95% is explained by other variables that are not in the model. 

2) Trimming Theory 

The trimming method is an approach to improve the path analysis model by removing insignificant path coefficients. The 

path is then removed, so the formed trimming model is as follows:   

 

P.Manfaat

1( )X

   P.Pengaruh

3( )X

P. Motivasi

4( )X

Sikap

1( )Y

Niat

2( )Y

Perilaku

3( )Y

0,374

0,367

0,289

0,110

0,516

0,233

0,307

   Lingkungan

0,258

 

Figure 2. Final Model After Trimming 

 

 The construction of a vertical garden as one of the facilities of green building is an important factor in realizing one of 

the programs of the Indonesian Government, namely Indonesia Energy-Independent Based on Eco-Friendly Concept. The 

application in Bendosari Village has attracted the researchers to find out factors influenced the interest of the Bendosari 

Village community in building vertical gardens.  

 Perceived benefits, perceived environmental influence, and motivation are three variables that have a significant 

influence in determining the attitude of the Bendosari Village community in constructing a vertical garden. However, we 

can see that perceived benefits have the greatest role in determining the attitude of the Bendosari Village Community in 



International Journal of Psychosocial Rehabilitation, Vol. 23, Issue 01, 2019 

ISSN: 1475-7192 

1137 

constructing vertical garden with a value of 0.374, followed by perceived environmental influence with a value of 0.367, and 

motivation with a value of 0.289. The rest is influenced by other variables that have not been explained in the model. 

 Behavioral intentions are a person’s desire to carry out certain behaviors. The intention in building a vertical garden 

depends on the attitude of the community. In other words, the better the attitude of the Bendosari Village community in 

building a vertical garden, the better their intentions in building a vertical garden will be. Behavior is an action of a person. 

In this study, people’s behavior depends on the attitude of the community in building a vertical garden; this results in a value 

of 0.427. In other words, the better the attitude of the community in accepting ideas, the better the behavior of the community 

in building a vertical garden will be. Perceived ease of development is a factor that does not influence attitudes, intention, 

and behavior of the Bendosari Village community in constructing a vertical garden. This shows that the community is a 

reliable and competent community because they do not think much about the ease or difficulty in developing something—

they, instead, focus more on the benefits and use. They are motivated to realize the idea. 

V. CONCLUSION 

Based on findings and discussion, the following conclusions can be drawn: 

1. Based on the path analysis model, it can be seen that perceived benefits, perceived ease, perceived environmental 

influence, and motivation have a significant effect on attitudes, intentions, and behavior of the Bendosari Village 

community in the construction of vertical gardens, where the coefficient of determination is 93.05%. This means that the 

variety of data that can be explained by the model formed is 93.05%, while the remaining 6.95% is influenced by other 

variables. 

2. The parameter estimation in this study should use the Weighted Least Square method because the data obtained 

does not meet the assumptions of homoscedasticity or the data has a non-constant error. 
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